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Summary

The subject of this PhD dissertation concerns the use of multivariate models in the service of
exploratory data analysis in food technology. In this context the exploratory approach implies a
computer-based evaluation of data from multivariate observations in a dialogue with a priori
knowledge through an interactive hypothesis generating process. A review of principal component
analysis as part of exploratory and multivariate data analysis is conducted in the introductory part of
the thesis. The exploratory multivariate tools are compared to the classical hypothesis driven approach,
and the differences are discussed. It is clarified that the success of exploratory multivariate data
analysis is due to the context-driven analysis of high quality data, constantly anchored in the realm of
the problem rather than in an abstract mathematical formulation.

The core of the dissertation consists of 10 peer-reviewed papers, proposing new mathematical
models and algorithms designed specifically to assist the analyst in situations where an exploratory
data analysis is to be preferred. The mathematical models and exploratory approaches are presented
as a background to the research projects and to clarify on the applicability of the tools. The following
models are covered: Principal component analysis (PCA), principal component regression (PCR),
partial least squares regression (PLSR), parallel factors (PARAFAC) and canonical decomposition
(CANDECOMP), Tucker3 modelling, and multi-way factor analysis.

A novel preprocessing tool for bi- and multilinear models is presented as Direct Orthogonalization
(DO) [P1] which separates systematic phenomena that are independent of the response variables from
the systematic phenomena that are dependent. The reported work shows that the model provides
extended possibilities for exploratory analysis and outlier detection in diverse calibration problems.
Two papers address the issues of rotational indefiniteness in some classes of multi-way models by pro-
viding a new measure of model simplicity [P2] and a general mathematical algorithm [P3] that by
orthogonal transformations can optimize any differentiable function. Simplification of complex multi-
way models that suffer from rotational indeterminacy is required to allow for use as exploratory tools.

To reduce the computational requirements for conducting data experiments, three research papers
[P4, P5, P6] deal specifically with developing efficient implementations of algorithms for estimating
parameters of multi-way models. The following three publications [P7, P8, P9] exemplify how
exploratory multivariate data analysis could be performed in the sugar industry. The papers serve to
visualize the advantages of using multi-way exploratory data analysis on real multivariate fluorescence
measurements on sugar and sugar production streams.

Finally, a novel model termed PARAFAC2 [P10] for three-way data analysis is applied to real data
from chromatography with similar spectral axes but dissimilar time axes. The results prove that
significant advantages are gained when PARAFAC2 is compared to the ordinary PARAFAC-
CANDECOMP resolution, since the model error is reduced by not assuming trilinearity and the factors
are thus valid as estimates of the pure contributors.

The thesis concludes by focussing on the potential of exploratory data analysis in science. Data sets
used in scientific publications should be made public on the Internet, allowing for an open dialogue
on how data should be treated and interpreted in order to further stimulate the advancement of science.
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Sammenfatning

Emnet for denne ph.d. afhandling er, hvordan multivariate modeller kan anvendes til eksplorativ
dataanalyse i levnedsmiddelteknologi. I denne sammenhæng omfatter den eksplorative metode en
computerbaseret evaluering af multivariate respons gennem en interaktiv og hypotesegenererende
process. I den indledende del af afhandlingen er der foretaget en litteraturundersøgelse af principal
komponent analyse som en del af eksplorativ og multivariat dataanalyse. De eksplorative multivariate
værktøjer sammenlignes med den klassiske hypotesebaserede tilgang, og forskellene diskuteres. Det
understreges, at successen, hvormed multivariat og eksplorativ dataanalyse er blevet anvendt, skyldes
den kontekstdrevne dataanalyse, som konstant er forankret i opgavens virkelighed i stedet for en
abstrakt matematisk formulering.

Afhandlingens emneområde udgøres af 10 censorerede publikationer, der indeholder forslag til nye
matematiske modeller og algoritmer, som er specifikt designet for at hjælpe analytikeren i situationer,
hvor eksplorativ dataanalyse kan anvendes. De matematiske modeller og explorative metoder
præsenteres i kort form som baggrund for forskningsprojekterne og for at anskueliggøre værktøjernes
anvendelsesmuligheder. Følgende modeller diskuteres: Principal komponent analyse, principal
komponent regression, delvis mindste kvadraters regression, parallelle profiler og kanonisk
dekomposition, Tucker3 modellering og multivejs faktoranalyse.

En ny metode til forbehandling af bi- og trilineære modeller præsenteres som Direkte Orthogo-
nalisering (DO) [P1], som separerer systematiske fænomener, der er uafhængige af responsvariablene
fra systematiske variationer, der er afhængige. De rapporterede resultater viser, at modellen giver
udvidede muligheder for eksplorativ dataanalyse og identifikation af problematiske prøver i diverse
kalibreringsopgaver. To artikler omhandler rotationsmæssig ubestemthed i enkelte klasser af multivejs
modeller ved at tilbyde et mål for modellens simpelhed [P2] og en generel matematisk algoritme [P3],
som ved orthogonale transformationer kan optimere alle differentiable funktioner. Simplificeringen
af komplekse multivejs modeller er påkrævet for anvendelse i eksplorative sammenhænge.

Med henblik på at reducere de beregningsmæssige krav for at kunne udføre dataeksperimenter,
omhandler tre forskningspublikationer [P4, P5, P6] specifikt, hvorledes mere effektive implemen-
teringer af algorimer til estimering af parametre i multivejs modeller kan foretages. De tre
efterfølgende publikationer [P7, P8, P9] viser ved eksempler, hvorledes eksplorativ multivariat
dataanalyse kan anvendes i sukkerindustrien. Publikationerne viser fordelene ved at anvende multivejs
eksplorativ dataanalyse på virkelige multivariate fluorescensmålinger af sukker og strømme fra
sukkerproduktion.

Endelig anvendes en ny model kaldet PARAFAC2 [P10] til analyse af virkelige trevejs data fra
kromatografi med ens spektrale akser, men med forskellige tidsakser. Resultaterne viser, at betydelige
fordele opnås når PARAFAC2 sammenlignes med den almindelige PARAFAC-CANDECOMP
resolvering, eftersom modelfejlen reduceres ved ikke at antage trilinearitet.

Afhandlingen fokuserer afslutningsvis på potentialet af eksplorativ dataanalyse i videnskaben.
Datamateriale som bruges i videnskabelige publikationer bør gøres frit tilgængeligt på Internettet for
at muliggøre en åben dialog om hvorledes data skal behandles og fortolkes for at stimulere
videnskabens videre udvikling.
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1. Introduction
What has modern multivariate data analysis, as performed in chemometrics, to offer that

is not already offered by established scientific data analytic disciplines, such as statistics?
What does multivariate data analysis bring to the market that makes it deserve special
attention, e.g. by this thesis? In attempting to answer these questions, first of all an
elucidation of the term exploratory multivariate data analysis is required. Next, a distinction
between the mathematical models and their applications in chemometrics and statistics has
to be made.

The development in sensors during the last decades provides academia and industry with
more information than ever before. The new spectral sensors are characterized by high data
quality, good sensitivity, fast responses and wide measuring ranges for rapid fingerprinting
of vast amounts of samples. Furthermore, the complexity of a single measurement is
increasing from spectra to higher-order structures, e.g. spectral data from 2D electrophoresis,
hyphenated chromatography and fluorescence spectroscopy. Today, most chemists discard
much of this information by making problem reduction or non-intelligent data reduction,
selecting only the wavelength and fraction for analysis for which there is an a priori
established hypothesis and model. This leads to a dramatic loss of information, and
especially loss of important new information that would not initially be anticipated. Instead,
the increased amount of complex data demands effective tools for data mining and reversed
engineering first to explore connections, correlations and groupings and afterwards to help
the analyst to generate hypotheses.

The realm of modern science and industry needs rapid solutions to complex biologically
based problems as found in the strongly competitive food industry, thus demanding versatile,
robust and unbiased methods for successful handling of complex measuring conditions. The
focus has shifted from general and long-term fundamental research to solving specific here-
and-now problems with clearly formulated success criteria. It is thus necessary to translate
the parameters from more or less abstract mathematical models to real world language
expressions of the functional factors for making decisions and for inducing new, more
adequate and precise hypotheses. Consequently, tools are required to facilitate optimal
exploitation of the vast amount of the often intercorrelated information provided by the new
instruments. It is here that exploratory multivariate data analysis plays a key role by
combining multivariate mathematical tools and exploratory approaches for analysing data
sets with correlated variables.
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In looking through the literature, it becomes clear that a new exploratory technology has
emerged in parallel with new mathematical developments. The versatility of the multivariate
tools and the few assumptions required by multivariate analysis (other than those inherent
in the models) makes this technology a cardinal and indispensable tool for exploratory
purposes required to efficiently solve R&D problems today.

In particular, it is the intention to discuss here two core features of multivariate data
analysis: First, the scientific process leading from multivariate observations to information,
and secondly, the mathematical development with a description of how some of the most
versatile multivariate models can be used in chemometrics. The dissertation is divided into
two sections. Section I is outlined as follows: The development of modern multivariate data
analysis up to today is depicted in the context of principal component analysis, and the
exploratory multivariate scientific process going from observation to knowledge is presented
and compared to the classical scientific approach. Furthermore, some fundamental and
general exploratory mathematical models are briefly presented. Section I ends with a
presentation of the applications and a conclusion on the use of exploratory multivariate data
analysis is made. Section II consists of off-prints of the peer-reviewed published papers that
constitute the thesis.

The concepts and tools for multivariate data analysis are collectively referred to as
chemometrics in the context of chemistry. Chemometrics, being a juxtaposition of chemo
(latin, chemistry) and metrics (greek, measure) is the common denominator of all possible
tools applied to make rational analysis of chemical measurements. Several publications
cover the history of chemometrics [Kowalski (1984), Anderson (1984), Beebe & Kowalski
(1987), Meuzalaar & Isenhour (1987), Geladi & Esbensen (1990), Esbensen & Geladi
(1990), Wold (1996)]. Using the term chemometrics serves an important purpose: It makes
clear that the whole of the problem is to be observed, analysed and interpreted in a direct or
indirect chemical context. The issue of proper context will later be shown to be consistent
with the success of biometrics, econometrics, psychometrics, and in our case, chemometrics.

For the engaged practitioner, chemometrics offers significant new possibilities in the
approach towards multivariate problems that perfectly complements the classical scientific
methodology, thus providing a technology in the sense that it is a holistic pragmatic solution
combining strategies and tools in the very centre of the application. It is important to stress
the difference between a technology and a discipline. Disciplines evolve by budding off,
thus establishing new borders by making subclasses of existing scientific disciplines. A
technology is comprised of a set of tools with interdisciplinary applicability and is defined
by its operational aims rather than by its formal scientific heritage. Exploratory data
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analysis, chemometrics and multivariate analysis are technologies rather than disciplines,
since they are tools that work in the context of different disciplines and are adapted to the
circumstances at hand, such as chemistry, biology or psychology.

The two chemometrics journals, Journal of Chemometrics (Wiley) and Chemometrics
and Intelligent Laboratory Systems (Elsevier) demonstrate an active international society
pursuing chemometrics as a technology that is constantly developing theory and applications
for the multivariate domains, including signal processing and image analysis. Now and then
there is a tendency also in chemometrics to form borders and to be self-sufficient as a
discipline, leaving out the flexibility of a technological approach. To serve science in the
best way such tendencies should be combatted [Wold (1994)]. As is apparent from the two
mentioned journals, chemometrics covers all types of models and data analysis approaches
applied to chemical and physical data. Soft multivariate data analysis makes up the major
part of chemometrics, but it is not solely about multivariate modelling, since many hard
models have found their way into chemometrics. Chemometrics is thus open for inspiration
from areas outside the natural sciences, i.e. getting inspiration from areas as different as
engineering, psychology and economics. This openness is particularly evident for the
establishment of multi-way mathematical tools which will be discussed in more detail at the
end of this section.
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2. Exploratory multivariate data analysis
 Exploratory multivariate data analysis is the unification of exploratory data analysis

and multivariate data analysis. Henceforth, we will initiate the discussion by describing
what these two terms represent in order to have useful definitions in place. The effect of
combining the two historically different approaches is multiplicative rather than additive in
the sense that new possibilities and paths are offered to solve complex scientific and
industrial problems.

2.1 Exploratory data analysis

The term exploratory data analysis [Hoaglin et al. (1983), Weihs (1993), Minton & Rose
(1997)] was first used in the psychological and behavioural sciences. In spite of extensive
literature searches, no formal definition of exploratory data analysis could be found, but
perhaps the closest and most direct is given by Hoaglin et al. (1983): “In brief, exploratory
data analysis emphasizes flexible searching for clues and evidence, whereas confirmatory
data analysis stresses evaluating the available evidence”. In the context of factor analysis
[Thurstone (1931), Anderson & Rubin (1956), Horst (1965)], which is central to all models
based on principal components, Harshman (1970), p. 5, proposes the following distinction
between descriptive and explanatory analysis: “While descriptive factor analysis seeks
merely to find a convenient, condensed representation of data relationships, explanatory
factor analysis seeks to discover good estimates of the structure of ‘true underlying’
influences that are responsible for the observed data relationships.”. Exploratory analysis
is concerned with both: The exploratory approach is focussed on making the data analysis
in a stepwise manner, evaluating at each step the appropriateness of the model and the data,
and if necessary, modifying the model and/or the data basis. At each step, new insight is
gained in terms of correlations between objects or variables, outlying samples or the effects
of preprocessing, or numerous other important conditions necessary to reach valid
conclusions. The exploratory approach lets the results from the iterative exploratory
procedure help the analyst to define and find the combinations of analysis conditions that
provide the optimal understanding of data. The comprehensive book on exploratory data
analysis by Tukey (1977), p. 3, has the following dictum “Exploratory data analysis can
never be the whole story, but nothing else can serve as the foundation stone - as the first
step.”, and in the same reference, the necessity for confirmatory analysis is also stressed.
Tukey compares the task of doing exploratory analysis with that of a detective looking for
clues and hints to be able to find the truth.
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Due to the ever accelerating improvement of the computer, it is now possible to conduct
new exploratory analysis in pure electronic form by using digital representations of the
system under investigation in combination with an interactive graphical interface between
the observations and the model parameters. Having the data in the computer allows for
examinations of subsets of objects and variables, and for applying different preprocessing
methods among a host of possible mathematical treatments. Thus, once having data repre-
sented in the computer allows for extensive data experimentation in the same sense as when
a chemist conducts experiments in the laboratory. The high-performing and efficient mathe-
matical environments for doing such experiments can run on every modern computer, thus
opening the way for scientists to take responsibility for exploration of the structure of their
own data by not considering measured data as something static, but rather regarding them
as symbols of dynamic systems that can be recombined and transformed into meaningful in-
formation by the use of exploratory multivariate chemometrics.

It is noteworthy that in several places in the statistics literature [Anderson (1984)] the
term descriptive data analysis is used as a synonym for exploratory data analysis. These
unfortunate choices of definitions are incompatible and do not fully conform to the reality
of exploratory analysis.

2.2 Multivariate data analysis

One multivariate tool has, in particular, formed the conceptual basis from which the
central part of multivariate tools of concurrent multivariate data analysis and chemometrics
has been derived. This is principal component analysis (PCA). PCA represents the core idea
of condensing large amounts of data to a few representative parameters (principal
components or latent factors) which capture the levels of, and differences between, objects
and variables in the data under investigation. Patterns and clusters in the parameters are
easily represented in the form of scatter plots in the Euclidian plane with an exploratory
choice of different principal components as axes. By nature, PCA implies that the world is
under indirect observation as variations in data are caused by principal components in the
sense that these are hidden and underlying instead of manifest and directly observable. After
estimation, these parameters can subsequently be treated in numerous ways to facilitate
optimal representations of the original data and in this regard visualization provides an indis-
pensable and very effective path for analysts to identify similarities and dissimilarities of
objects and variables in large data sets. The latent factors may under favourable conditions
be interpreted as functional factors recognizable in real world terms. According to Joliffe
(1986), the approaches towards PCA taken by Pearson (1901), Hotelling (1933a) and
Hotelling (1933b) are the earliest. But Fisher & MacKenzie (1923) also explicitly mention
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PCA and even include a simple algorithm for estimating principal components, similar to
the so-called non-linear iterative least squares (NIPALS) algorithm. Albeit, decades earlier
in a rather compressed communication, Adcock (1878) formulated a least squares problem
that resembles the decompositional approach taken in PCA. According to Wold (2000), an
even earlier, yet non-verified, reference dates back to Cauchy (1829). Several reviews on
PCA have been published in different application areas [Kruskal (1978), Jackson (1980),
Joliffe (1986), Wold et al. (1987), Mardia et al. (1992), Horst (1992), Wold (1996)].

A fundamental feature of PCA is the minimization of sums of squared errors between
observations and the model predictions, i.e. the well-known least squares approach. Least
squares approaches, which constitute a significant part of multivariate data analysis, can be
traced back to 1795-1799. Several references ascribe the first publication of the least squares
principle to Legendre (1805), but Gauss (1963) (written 1809) claimed to have used least
squares since 1795. More references on error functions in multivariate modelling can be
found elsewhere, e.g. [Goldstine (1977), Björck (1990)]. Markoff (1912) notes that Gauss
[Gauss (1821), Gauss (1823)] proved that least squares provides the least biased estimator
as optimal feature when the distribution is unknown.

Principal components can be estimated as eigenvectors because they represent the
phenomena that will grow out of data, if data is amplified with itself iteratively. See
references [Bauer (1957), Rutishauser (1969), Longley (1984)] for algorithmic descriptions
on finding eigenvectors, which in the simplest forms works by growing eigenvectors out of
data by projecting data onto itself.

Multivariate statistics is established as a discipline under applied statistics [Afifi &
Elashoff (1966), Bryant & Atchley (1975), Gordon (1981), Anderson (1984), Krzanowski
(1988)], but multivariate statistical data analysis has since long been regarded as an
independent statistical discipline [Gordon (1981), Anderson (1984)]. However, due to the
complexity of dealing with multivariate distributions this mathematical-statistical treatment
has moved to the background of statistics. Since the introduction of the computer,
multivariate modelling has been conducted separately from theoretical statistics as applied
data analysis in various application areas, e.g. psychometrics, biometrics and chemometrics.
There appears to be a paradox between the refined, and thus rarely used, statistical methods
which require the handcraft of a professional statistician to provide valid conclusions on the
one hand, and the easily applicable and interpretable multivariate models like PCA on the
other. In spite of the fundamental significance of the computer, multivariate models have not
received enough attention from the statistical community due to lack of methods to
characterize distributions for multivariate responses with correlated parameters. In this
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respect, it is noteworthy that the idea of PCA was first conceived by scientists with high
mathematical capabilities working in the social sciences and psychology, outside the field
of pure statistics.

2.3 Exploratory multivariate data analysis revisited

Statistics dates back several hundreds of years to a time when theories of gambling and
insurance policy were developed, and when the numerical and computational tools were
extremely limited compared to today. Thus, the mathematical abstraction of any kind of
problem had to be represented by a very simple mathematical relation requiring estimation
of only a few parameters. Before the computer, i.e. up to around 1950, statisticians were
forced to transcribe their problems into forms that were solvable, thus implicitly restricting
the viable domain to consist of uni- and oligovariate models. Since 1950 higher numbers of
parameters have been easy to estimate, and thus the more demanding multivariate models
now provide resourceful alternatives to the classical approaches, e.g. hypothesis testing and
analysis of variance.

On three particular points the exploratory multivariate approaches, here in terms of the
essentially exploratory principal component analysis, offer significant and new possibilities
which are of fundamental importance to the way research is conducted. The first aspect is
the way naturally occurring correlations between observations are exploited to improve the
understanding of complex systems by identifying the latent factors of the observations. This
is done with a minimum of a priori assumptions and with models that are optimal when
applied to unknown distributions [Markoff (1912)]. Secondly, direct application of PCA in
screening setups helps the analyst to narrow in on the important factors and conditions of
the system under observation. Finally, the methods are well suited for application as close
to the context of the problem as possible by introducing mathematical metaphors which
correspond to real life factors, thereby diminishing the requirement for creating abstract
mathematical or chemical representations of the real problem. In the following, these three
aspects and their premises will be advanced in terms of modern food technological problems
and chemometrics.

Since around 1950 science has had access to estimating soft, adaptive and yet still inter-
pretable models of observations. These novel soft data analysis tools are based on formal
mathematics not assuming any hard explicit model, as required by classical deductive
modelling. It is important to note that soft models, e.g. PCA, neural nets and genetic
algorithms, are intrinsically preconceived due to the mathematical models on which they are
based, i.e. linear relations, exponential functions and logical operators, and that their
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adaptability is due to a high number of parameters involved in the many intrinsic repetitions
of the basis functions. A normative approach, as listed in Table 1, assumes that data conform
to an a priori defined mathematical relationship or distribution, thus requiring the analyst
to have a hypothesis on the structure of the data before doing the analysis. In contrast, the
novel exploratory multivariate tools are hypothesis generating, and require less a priori
knowledge at the outset of a new research project. Table 2 gives a schematic overview of
the exploratory multivariate strategy towards solving research problems. The table is
inspired by the sequence of exploratory events as explained in the concept of the selection
cycle by Munck [Munck (1991), Munck (2000)], and in thesis paper P7. In the textbook by
Massart et al. (1997), p. 1-2, a brief discussion of the Arch of Knowledge by Oldroyd (1986)
is given in terms of inductive versus deductive analysis in the context of chemometrics. The
main conclusion by Oldroyd is that the optimal conditions for scientific research are defined
by clever and relevant experiments with a rational subsequent analysis of the results, i.e., an
intensive dialogue between knowledge and experiment.

Both the normative and the exploratory approaches require a priori knowledge, but the
stages in the processes at which it is used differ significantly. As is apparent from Table 1,
the classical scientific approach implies a high risk of forming a hypothesis that is biased by
what is already known. Thus, the objective is formulated at the first step of the analysis in
a rigid and abstract way, by which the real problem is reduced and simplified. Before and
after the introduction of inductive inference [Fischer (1935)] and formal significance testing
[Fischer (1922)], statisticians Neyman & Pearson (1928) argued in favour of an informed
personal judgement. Informed judgement expresses an intention to respect that the systems
under observation are never identical and it depicts a consciousness of ensuing proper
context. Despite this very early realization by Neyman and Pearson, statistics has
continuously aimed at developing tools that works for all data analysis situations, as claimed
for significance testing by Fischer (1925). It should be remembered that chemometrics
integrates mathematics and chemistry throughout the analysis due to the data analyst’s
understanding of the research context, while chemometrics without understanding of
chemistry is reduced to statistics.

An inherent limitation of the classical hypothesis-testing principle in Table 1 is the
problem of making ground-breaking discoveries, since the analyst can only test hypotheses
that can be imagined mentally, as it is only possible to formulate new ideas in terms of what
is already known. At best, new possibilities may be realized by considering interferences to
the ruling hypotheses in experiments. By letting the data talk through a more sophisticated
dialogue as suggested in exploratory multivariate data analysis in Table 2, new ideas can be



I. Exploratory multivariate data analysis

10

formed in the mind of the investigator by a kind of supervised intuition made possible by the
synergy with the computer through the graphical display.

Table 1: Simplified presentation of the classical scientific one-shot approach to data
analysis for a given data set.

1 Hypothesis based on problem reduction of prior knowledge
Mathematical tailoring of the hypothesis into a mechanistic model. Assumptions are
made on intersample/intergroup relations observed from experiments designed to test
the hypothesis. The problem of recognizing the effects is reformulated in a mathe-
matical abstraction of the original problem.

2 Parameter estimation
A mathematical/statistical model that aims at capturing the essence of the scientific
problem is deduced from the mechanistic assumptions. The model parameters are
estimated.

3 Hypothesis testing
The analysis ends by a statistical test of confidence of the parameters or the obser-
vables in the framework of assumptions required by the initial mechanistic model or
the statistical models applied during analysis.

4 Hypothesis reformulation
If the hypothesis is rejected, a new fundamental mechanistic model needs to be
formulated, or the data material is discarded. The outcome is a simple yes/no to the
proposed hypothesis, depending on the significance test of the null hypothesis.

In multivariate analysis performed as experimental mathematics outlined in Table 2, no
initial hypothesis is necessitated prior to the analysis other than that implicit in the
experimental screening analyses and the mathematical tools. Thus, it is initially data that is
reduced and simplified rather than the problem. Looking at the data in terms of fewer
parameters as provided by the modelling tools will allow for an enhanced graphic and thus
more effective interfacing between the observed variations in the data set and the mind of
the researcher which again will initiate ideas for new connections and groupings. Thus, the
analyst will be inspired to form new hypotheses from the insight provided by the new
representations of the data. The a priori knowledge is used for validation after the PCA
model has been estimated and is used as an inspiration for generating new relevant
hypotheses and to ensure that the conclusions are valid in the context of the analysis. Thus,
the known features of the system under investigation are used in an interactive fashion that
ensures validity by constantly comparing with the known variations and groupings in data
as well as with external knowledge.
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Table 2: Typical application of iterative and interactive multivariate models to explore
problems, thereby performing data reduction in a stepwise manner for a given data set.

1 Estimation of a multivariate model in an inventory analysis
Exploits correlations of observables with a broad aim of establishing the character of
the underlying principal components. Often the first choice of model is principal
component analysis (PCA) for screening purposes. The aim is unbiased reduction of
the primary data with a minimum loss of information.

2 Graphic representation
Exploits human cognition for interpretation
of plots of classes, outliers, correlations
and patterns in a close dialogue with the
context.

Numerical representation
Figures of merits filter and simplify the
estimated parameters. Provides tools for
automated analysis.

3 Evaluation
Conclusions are induced from graphs and plots of patterns of objects and variables by
comparing to prior knowledge. The results are validated by contextual measures and
comparisons.

4 Hypothesis generation by data management and/or model reformulation
New models are built on subclasses, outliers are removed, other preprocessing is
chosen or a different type of multivariate model may be applied. Depending on the
evaluation, a new measurement technology may be introduced, thus producing entirely
new data sets for the problem that can be used in combination with what is already
known.

5 The gained knowledge is applied. A new iteration is made beginning with Step 1.

For different reasons, during the last century the general demand for new knowledge has
changed from dealing with general, existential and fundamental issues towards solving
concurrent specific problems. Political and commercial administrations have a preference
for evaluating and monitoring the effects of scientific, economic and social initiatives in
detail in order to design new solutions. The objective is formulation of effective and precise
indicators for efficiency and success. In consequence, a large fraction of public and commer-
cial scientific research is aimed directly at mending current problems, e.g. improving
nutritional value of foods, identifying the mechanisms of viruses or finding a cure for cancer.
These complex, often biological, areas are difficult to address with a design strategy, like
that used for building cars, as there are no known simple mathematical and theoretical
relationships between the unknown factors and the effects. The objectives for addressing
these problems today are not so much curiosity about nature, nor the gain of fundamental
knowledge, but rather in the short perspective to solve the problems that are currently in the
eye of an increasingly critical society. To comply with this demand for obtaining a fast fix
of the underlying, yet unknown, nature, inventories of problem areas using fast, sensitive,
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and reproducible holistic screening methods are required that, in short time and at affordable
costs, can provide decision makers at all levels with high quality data which can be
evaluated by multivariate methods to produce sufficient insight and knowledge to allow for
managing and controlling the various kinds of problems.

The quality of data is an important aspect in improving the outcome of multivariate
investigations as pointed out by Wold (1994). As advocated in Step 1 of Table 2, a first
screening step is introduced which will indicate whether there are systematic relations
between the objects in the sense that objects that are similar should be assigned the same
properties and objects that are dissimilar should be assigned different properties by the
chosen model. Accordingly, the analyst should be able to identify known intersample
patterns or groupings by comparing to his/her a priori knowledge of the samples from the
system under observation and furthermore to identify the physical/chemical character of the
underlying principal components selected by the multivariate model. Thus, this screening
step is an intrinsic part of a successful application, since the screening step serves to test for
meaningful systematic variation before more elaborate examinations are conducted later in
the sequence.
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3. Exploratory multivariate models
In the preceding text historical references have been given for the PCA model and its

exploratory application in sciences. In the sequel the focus widens from PCA to
chemometric models that are relevant for the research conducted in relation to this thesis.
Giving a complete description of multivariate data analysis, or even just chemometrics, is
an impossible task, since chemometrics is a technology in constant pragmatic development.
As such, the re-introduction of the models in the following does not aspire for completeness
or adequateness beyond the use in this work. However, exhaustive textbooks on chemome-
trics are available [Kowalski (1984), Martens & Næs (1989), Nortvedt et al. (1996), Massart
et al. (1997)].

A significant part of the methods listed in the following require a conscious and preme-
ditated attitude towards the preprocessing of variables, e.g. mean-centering [Seasholtz &
Kowalski (1992), Pell et al. (1992), Faber (1998)], scaling [Torgerson (1958), Simeon &
Pavkovic (1992), Gulliksson (1994)], linearization [Box & Cox (1964), Geladi et al. (1985),
Klicka & Kubacek (1997)], warping [Kassidas et al. (1998a)] or scatter-correction [Isaksson
& Næs (1988), Næs et al. (1990), Isaksson & Kowalski (1993), Helland et al. (1995)]. A new
preprocessing method has been devised [P1] for removing systematic, but irrelevant,
phenomena.

3.1 Principal component analysis (PCA)

Let the data matrix X (I,J) denote a table of I samples, each evaluated at J variables. The
R (R # min(I,J)) component PCA model [Aitchison (1983), Wold et al. (1987), Wu et al.
(1997), Vaira et al. (1999)] is defined in (1) where the parameters in matrices A (I,R) and
B (J,R) are referred to as scores and loadings, and residuals are contained in E (I,J). In PCA,
component matrix A is columnwise orthogonal and B is columnwise orthonormal, whereas
in multivariate curve resolution the component matrices are either left unconstrained or are
assigned other types of constraints.

The number of components, R, expresses the complexity of the observed variations in
data and may to some extent be regarded as the number of independent phenomena that
cause the observed variations. The principal components are ordered according to their
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significance, i.e. the amount by which the residual sum of squares of X is successively
reduced as more components are modelled. Thus, the first principal components are the ones
that capture the boldest patterns; however, more and more refined information may be
captured by later principal components. Given any dimensionality R, the PCA model fits X
as a minimization of the squared errors, i.e. in a least squares sense. Several approaches
towards determining the correct dimensionality have been proposed [Horn (1965), Cattell
(1966), Malinowski (1977), Malinowski (1991), Faber & Kowalski (1997)]. These
references also propose methods for validating the model dimensionality as well as the
models themselves, but more suggestions may be found elsewhere [Scarponi et al. (1990),
Næs & Ellekjær (1993), Krzanowski & Kline (1995), Biscay et al. (1997)].

As stated above, PCA has a wide application area. It is perhaps the most versatile
exploratory tool and it can be used from the first screening to the last classification. A full-
fledged application of PCA and other exploratory multivariate models to facilitate
understanding of the highly complex variations within a sugar process is given in thesis
paper P7.

PCA forms the basis of many classification methods [Gordon (1981)], in particular soft
independent modelling of class analogies (SIMCA) [Wold (1976), Albano et al. (1978),
Frank & Lanteri (1989), Mertens et al. (1994), Dunn & Wold (1995)]. In many practical
chemical measuring setups the resulting data have missing observations for reasons that
may, or may not, be controlled. For PCA, methods for handling missing data have been
proposed in various disciplines which further stresses the real-data application of PCA [Afifi
& Elashoff (1966), Gleason & Staelin (1975), Frane (1976), Little & Rubin (1987), Grung
& Manne (1998)].

3.2 Principal component regression (PCR)

If K response values are known for the I samples defined in the previous chapter, an
additional matrix Y (I,K) is defined, such that the ith row of X corresponds to the same row
in Y. The two matrices are respectively referred to as the independent and the dependent
observations, although in the context of causal relationships it may actually be the reverse.
In PCA, these dependent observations are not used at all in the modelling part of the data
analysis. Turning to regression, the well-known statistical multiple linear regression (MLR)
model attempts to find regression coefficients $$$$ (J,K) that establish a connection between
X and  Y, as defined by (2).

=Xβ Y(2)
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As noted very early by Gauss, there is no solution to this model when there are more
variables than objects, i.e. (J > I). Furthermore, there is no solution if the X matrix is
singular, rendering a unique estimation of $$$$ impossible. In most spectroscopic applications,
the variables are correlated such that X does not have full rank, but merely consists of a few
pure spectral phenomena. Finding a sufficient full-rank subspace of X, as is done with PCA,
will provide regressors that are independent due to orthogonality. Using the scores from a
PCA as a basis of MLR results in the principal components regression (PCR) [Joliffe (1982),
Mason & Gunst (1985), Glenn et al. (1989), Vaira et al. (1999)] which has well-conditioned
numerical properties allowing for a good estimation of the $$$$ parameters since the columns
of X (J<I) are independent, and the rank is full.

The purpose of regression can be multi-faceted. An exploratory application of PCR is that
of relating functional factors with a priori knowledge to allow for an interpretation of
functional or class relationships. Using the PCR for calibration is perhaps the most common
application seeking to estimate the parameters of a model that will predict new samples with
the lowest possible future random error and bias. To achieve this goal it is important to use
the correct dimensionality of the PCA model which can be found by various validation
schemes, as will be touched upon later.

3.3 Partial least squares regression (PLSR)

Since the factors from the PCA are found by successively reducing the residual sums of
squares of X with no consideration to Y, there is no predictive optimality connected to the
factors that will subsequently be used for regression onto Y. A method called partial least
squares regression (PLSR) [Jöreskog & Wold (1982), Wold et al. (1984)] has evolved that
aims to improve the efficiency of the scores as correlated estimators of Y. The PLSR model
is an algorithmic prescription aiming to improve the predictive efficiency of the regression
model by finding score vectors for X that are more likely to correlate to the columns of Y.
No direct closed form mathematical description can be made for PLSR [de Jong & Phatak
(1997)], but the algorithm is given below. In Algorithm 1, the involved variables are y (I,1),
w (J,1), t (I,1), p (J,1) and q (1,1)
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Algorithm 1: The PLSR algorithm for modelling a univariate response y.
1. For each component 1, 2, ..., R
2. w = XTy/||XTy||
3. t = Xw
4. p = XTt/tTt
5. q = yTt/tTt
6. X = X - tpT

7. y = y - tq
8. Save the current intermediate factors and goto 1

For the sake of commenting on the PLSR algorithm and preparing for the subsequent
discussion of Direct Orthogonalization some remarks are necessary. From Algorithm 1, it
is seen that in some cases the weight vector w, which is derived from X and Y, may be under
control of a strong eigenstructure in X, so that the obtained score t (step 3) is only
expressing variability in X and not in Y, thereby reducing the predictive performance of that
particular component. The listed PLSR algorithm depicts a method that aims at providing
scores that are relevant for the explanation of both X and Y by means of optimizing the
covariance between the scores of the two structures. The PLSR algorithm is in all aspects
dependent on data and the treatment and a characterization of this method is rather limited
due to this fact, but from a pragmatic point of view, as undertaken by chemometrics, the
PLSR generally performs well. For the instances where the derived scores, t, are guided
solely by X, new preprocessing methods have been proposed that will be discussed briefly.

3.4 Direct orthogonalization (DO)

In order to eliminate the problem of having many PCR or PLS components that are
explaining significant, but irrelevant, phenomena in X, a novel method called direct
orthogonalization (DO) [P1] has been proposed. Rather than applying the PCR or PLS on
the data directly, a preprocessing step is suggested that ensures that principal components
that have no impact on the predictive performance with respect to Y are removed.
Conceptually, the DO procedure can be regarded as splitting the X array into two additive
parts: A first part that is systematic in terms of X, but irrelevant in terms of Y, and a second
part that is used for the core calibration problem, as depicted by (3).

On page 53 in the publication P1, an algorithm is devised for the estimation of the
irrelevant part, Xi, and the relevant part that is used for calibration, Xc. The principle is as
follows: A PCA model is established to model the Xi part upon orthogonalizing X
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columnwise with each column of Y. This provides an improved basis for calibration since
the large but irrelevant eigenstructures of X are removed. By separating the observations into
individual models, it is possible to interpret the systematic background variations that are
independent of Y, e.g. baseline drift, light-scatter in instruments, and so on.

A similar approach for dealing with significant background phenomena called orthogonal
scatter correction (OSC) has been proposed by Wold et al. (1998). Whereas OSC
orthogonalizes the principal components from the initial bilinear model, the DO does not
assume bilinearity until after the initial orthogonalization. Both models require that the
dependent responses are of high quality for the filtration to be successful, since reference
values with high levels of noise may introduce error in the subsequent calibration.

3.5 PARAFAC-CANDECOMP (PC)

Parallel factors (PARAFAC) by Harshman (1970) and canonical decomposition
(CANDECOMP) by Carrol & Chang (1970) designate a multilinear model that was initially
proposed in psychometrics, generally referred to as the PARAFAC-CANDECOMP (PC)
model. See Kiers (2000) for a proposal of a general multi-way notation. Recent papers on
applications in chemometrics hint that the data provided by spectrophotometers as often
encountered in chemical applications exploit the full potential of the PARAFAC-
CANDECOMP model as a curve resolution model, e.g. [P7, P8, P9, Bro (1999)]. Tutorials
on the use of PARAFAC can be found in Geladi (1989), Bro (1998a), Bro (1998b).

Given a three-way data array X (I,J,K), the R-dimensional PARAFAC-CANDECOMP
model defined by (4) is a multilinear PCA analog in the sense that PARAFAC-
CANDECOMP parameters are latent factors describing the variations in the observed three-
way array, as defined by (4).

The PARAFAC-CANDECOMP model provides unique factor estimates and, except for
shift of signs and indeterminate scaling, the factors A (I,R), B (J,R) and C (K,R) cannot be
changed or rotated without changing the error of the model. The uniqueness of the
PARAFAC-CANDECOMP factors makes the model outstanding in curve resolution
applications, since the bilinear models suffer from the same rotational indeterminancy as the
PCA model. In the multilinear case, the PARAFAC-CANDECOMP model explicitly
estimates the underlying curves with no need for subsequent rotation, provided that the
number of PARAFAC-CANDECOMP components does not exceed the rank. The maximum
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number of PARAFAC-CANDECOMP components for any given array coincides with the
multilinear rank per definition, e.g. Kruskal (1989). To underline the difference between
bilinear and multilinear modelling, the maximum rank of a (2, 2, 2) array is three and the
maximum rank of a (3,3,3) array is 5 [Kruskal (1977), Kruskal (1989)].

The use of multi-way models implies more structure (multilinearity) in the data which
requires the analyst to validate this assumption, e.g. by comparison towards the bilinear
model. However, if the multilinear model-error is insignificant such that the multi-way
model can be deployed, the number of parameters involved in the model can be dramatically
reduced compared to estimating simple bilinear models of the matricized data.

3.6 TUCKER

In 1963, Ledyard Tucker proposed a sophisticated multilinear model [Tucker (1963),
Tucker (1966)] which is referred to as the Tucker3 model. The reader is directed to
dedicated publications [Kroonenberg (1983), Henrion (1994)] for detailed presentations of
the class of Tucker models. The Tucker3 model is defined in (5).

The Tucker model allows for individual numbers of parameters in each of the three
modes, thus, the complexity of the model is described by a three-tuple (P,Q,R) rather than
a simple scalar dimensionality. The factors in the columns of matrices, A (I,P), B (J,Q) and
C (K,R) are interacting through the elements of the three-way core array G (P,Q,R) to allow
for interaction between factors. In case the factors are independent, i.e. columnwise
orthogonal matrices A, B and C, the squared elements of the core array express the relative
importance of each individual factor combination out of the PQR possible. Thus, in order
to find the most significant combinations of latent phenomena eligible for interpretation, the
analyst has to locate the largest absolute entries of the core array.

In contrast to the PARAFAC-CANDECOMP model, the Tucker models have an inherent
rotational freedom that can be exploited to simplify the representation. Reformulating the
summation expression in (5) to matrix form yields (6), where the three-way array X has been
matricized into a two-way matrix form by right-appending the K frontal slices of the (I,J,K)
cube to form matrix X(1) (I,JK). Likewise, the core array G (P,Q,R) is matricized into G(1)

(P,QR).
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The expressions in (7) are obtained by multiplication by non-singular rotation matrices
L (P,P), M (Q,Q) and N (R,R). Letting I designate the identity matrix of correct order, L+

designate the pseudo-inverse of L and q designate the right Kronecker product, the
rotational invariance of the model estimates can be described by (7).

From (7) we derive that instead of the specific component matrices A, B and C, an
infinite manifold of component matrices connected by the non-singular rotation matrices L,
M and N exists with exactly the same model predictions. Thus, by controlling the rotation
matrices the analyst is able to obtain the same fit to data, but can optimize criteria
formulated in terms of the core array or component matrices to provide the simplest model
for interpretation. In particular, a simple core array is desirable with few but very large
elements and as many near-zero entries as possible, as this provides a simple model for
subsequent interpretation. For this purpose a novel simplicity measure has been proposed
and applied [P2, P9] and an algorithm for optimizing this measure, as well as other
continuous and differentiable measures, by orthogonal rotation matrices has been proposed
[P3].

3.7 A note on multi-way factor rotations

In the dissertation papers [P2, P3] concerning rotation of Tucker models, only orthogonal
rotation matrices have been considered. However, orthogonality is an unwanted constraint,
and by using non-singular oblique transformation matrices the simplicity measures may be
improved further. As a supplement to the papers on the subject, a practical illustration of the
effect of using oblique transformations is given. Several authors have proposed algorithms
for rotation by non-orthogonal rotation matrices [Kiers (1994), Kiers (1997)].

We consider 5 fluorescence landscapes of three amino acids (tyrosine, phenyl-alanine and
tryptophane) in a buffered aqueous solution at pH 7.0. Samples 1-3 are the pure amino acids
and samples 4-5 are mixtures thereof. As the chemical multi-way rank is three, a number of
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three profiles are resolved by means of the PARAFAC-CANDECOMP model, yielding a
sum of squared residuals at 1.445143@106 out of a total sum of squares at 2.303227@109,
explaining 99.93% of the variation. As explained above, the PARAFAC-CANDECOMP
model implies super-diagonality in the corresponding Tucker3 core array.

On the same data, the more complex (3,3,3) Tucker3 model, with orthogonal component
matrices provides a sum of squared residuals at 1.378327@106 explaining 99.94% of the
variation. The super diagonal holds 64.47% of the sum of squares in the initial Tucker3 core
array. Since the PARAFAC-CANDECOMP parameters providing the optimal diagonality
are known, we can now examine to what extent the super-diagonality of the core can be
optimized by means of orthogonal rotation matrices as opposed to oblique rotation matrices.
Using the algorithm published as [P3] the following orthonormal rotation matrices provide
a super-diagonality at 73.87%:

In order to estimate the optimal oblique rotation matrices we apply a simple Procrustes
rotation according to the following: We seek the oblique unconstrained rotation matrix, Lu,
that in a least squares sense maps the corresponding Tucker3 component matrix, S, into the
PARAFAC-CANDECOMP component matrix T by the formula T=SLu, which is found as
Lu=S+T. The following unconstrained oblique matrices are found, providing a super
diagonality of 99.86% :

To conclude the discussion of the use of orthogonal vs. oblique rotation matrices, we find
that this real data example clearly illustrates that significant gains in simplicity can be
expected by using the lesser constrained oblique methods. In the actual situation, a gain of
approx. 30% of diagonality was reached by using oblique rotation matrices. In exploratory
situations there is a risk that the analyst will be unable to verify the presence of PC-structure
by a simplifying rotation of the Tucker3 model and this form of validation should be avoided
unless oblique methods are used. Future work on how to derive optimal oblique rotation
matrices is required to improve the exploratory and validatory applicability of the Tucker3
model and optimization of simplicity measures.
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3.8 Validation

Validation is a fundamental property of exploratory data analysis, allowing the analyst
to maintain focus on the real problem and to ensure that correct hypotheses are induced. A
general and elaborate discussion on validation of exploratory models is given by Harshman
(1984).

For the sake of a meaningful discussion on the issue of validity of results, it is required
that the sampling (see e.g. Gy (1998)) has been carried out carefully so that the data set
mirrors the realm of the problem, i.e. that the samples comprising the data collected for
exploration with reasonable certainty can be said to be representative of the manifold of the
types of samples upon which the model is supposed to work. Assuming that this important
requirement is met, two sources of potential problems need discussion. To avoid incorrect
inductions from the collected data, it is of utmost importance to have thorough validation
in place to i) detect incorrect model estimates (e.g., numerical problems, outliers, incorrect
dimensionality, invalid model type, and so on), and ii) prevent invalid inductions from the
estimated model parameters, leading to erroneous conclusions.

Incorrect factor estimates may be due to numerical errors, invalid handling of data,
inappropriate model complexity or model error in the sense that data do not comply to the
assumptions, e.g. linearity, additivity, etc. Model errors can be detected by looking for
abnormalities in the estimated factors and systematic variations in the residuals, whereas
other types of errors can be detected by validation schemes like cross-validation, test-set
validation or more complicated forms thereof. As mentioned earlier, cross-validation and
test-set validation schemes are firmly integrated into chemometrics, e.g. [Efron & Gong
(1983), Osten (1988), Gemperline & Salt (1989), Feinberg & Bugner (1989), Martens &
Dardenne (1998), Rivals & Personnaz (1999), Esbensen & Huang (2000)]. The issue of
proposing one validation method over another is outside the scope of this thesis, but there
appears to be no single general optimal solution to this question. Depending on the context,
e.g. calibration or classification, the objectives of the validation schemes are the same,
namely to provide the analyst with information such as indications of outliers, model
dimensionality, future prediction error, and bias. Thus, it is suggested to apply several
methods to ensure that a consensus between the different methods can be obtained. In case
this is not possible, the analyst will know that an exceptional behaviour has occurred and
that special caution should be exercised.

The idea of cross-validation may be explained in the following way: The data set is
randomly, or ordered, divided into a number segments of one or more samples so that no
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overlap occurs between any segments. By excluding a segment and treating it as a new
(unknown) set of samples, the future error of a model with a particular model dimensionality
can be estimated. In turn, included calibration segments are used to estimate the model
parameters, and the excluded test segments are kept out to assess the error measures. Thus,
models of several dimensionalities are fitted to the included data segments and the excluded
segments are predicted and the future error is estimated. All samples are left out once in each
model calculation. The overall model dimensionality that provides the optimal model as
evaluated on the left-out calibration data is the one that with highest probability performs
optimally on future samples as simulated by the successively excluded segments. Several
validation schemes have been proposed with different attention to various modelling aspects
[Scarponi et al. (1990), Næs & Ellekjær (1993), Krzanowski & Kline (1995), Biscay et al.
(1997)]. A recent approach by Martens & Martens (1999) is based on jackknife resampling
techniques and provides uncertainty estimates on the principal components and the
regression coefficients. It is likely that more such exhaustive resampling techniques will
emerge, heavily facilitated by the increase in computational capacity.

To ensure a valid interpretation of the observations and the model, the focus turns to the
context of the problem and external knowledge may be critically required. Preferably, the
analyst has proper knowledge about the system under observation but it is advisable to
interview experts in the field and interrogate external sources of information, as
demonstrated in the paper P7 of this thesis. In exploratory procedures of data evaluation in,
for instance, industry it may be difficult by virtue of their exploratory nature to provide
supplemental information. However, in many cases there are laboratory reports and process
information that describe deviations from normal conditions which can be used to explain
and to justify outlying or extreme samples. This type of external validation obtained by
communicating with laboratory and process engineers is important in keeping the
exploratory analysis in line with the problem in order to avoid an undesired shift of focus
or immersion into unnecessary or irrelevant details.
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4. Applications of the exploratory multivariate tools
The development of multivariate chemometrics tools within the framework of this thesis

has been driven by the need for rational analysis of the complex data provided by the
chemical applications to obtain optimal and unbiased information. In the following it will
be described how the new models and algorithms compare to the existing tools, and
differences and improvements on established methods are discussed. For elaborations and
details the reader is referred to the publications P1-P6 on mathematical tools, and papers P7-
P10 on applications in the last section of this thesis. Here, the intention is to provide an
overview of the successive steps towards controlling and understanding the problem of
formation of colour in sugar production which is the main application area. The following
text is supported by Figure 1 that serves as the storyboard in which the development of
algorithms can be compared to the developments in the applications.

Turning to the applications of the exploratory technologies in a broader context, publi-
cation P7 has been dedicated to illustrating a complex holistic approach and an in-depth
discussion of exploratory multivariate data analysis in a specific context. For many years the
formation of colour during the production of sugar has been an important issue to the sugar
producers, and the increasing demands regarding the purity of sugar require tools for moni-
toring and controlling the formation of colour during the process. Sugar, chemically termed
sucrose, is one of the purest food products with a typical purity above 99.99%, but still,
colour and purity are key parameters in an increasingly competitive and sensitive market.
By accident, in the Danish sugar factories around 1940 it was experienced that an early
indicative analytical assessment of the purity of crystalline sugar could be performed by the
use of a UV-lamp and a filter: The more blue light emitted by the sugar crystals, the lower
the purity. On this basis a collaboration with Danisco Sugar Development was initiated in
1993 with the aim of detecting and subsequently reducing the formation of colour in sugar
by means of sensitive fluorescence measurements evaluated by exploratory multivariate data
analysis.

In the complex chemical reaction leading to formation of coloured substances, primarily
the Maillard reactions play a key role. According to the non-enzymatic Maillard reaction
schemes, interaction between small amounts of reducing sugars and amino acids in the
process streams forms the macromolecular melanoidines, whereas other reaction paths with
phenols lead to melanines, both having a polymer/macromolecular structure. These two
component classes are coloured.
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Mathematical development of tools Application of the mathematical tools in the sugar project
(Munck et al. 1998, P7)

Least Squares
(Gauss 1795)

Vector Algebra
(Sylvester, Hamilton & Cayley in 1855)

PCA
(Adcock 1878)

Problem: Reducing sugar + amino acids + phenols 6
Melanoidines and Melanines = Colour

Process: Analyzing production steps thick juice and crystalline
sugar in sugar production

PCA on fluorescence         PCA on chemical analyses

Tucker
(Tucker 1963)

PARAFAC-CANDECOMP
(Harshman 1970;

Carrol & Chang 1970)

PLSR
(Nørgaard 1995)

Variance-of-squares
(Henrion & Andersson 1999, P2;
Andersson & Henrion 1999, P3)

Speedup
(Andersson & Bro 1998, P4;
Bro & Andersson 1998, P5;
Paatero & Andersson, P6)

Tucker on fluorescence data
(Andersson et al. 1997, P9)

PARAFAC2
(Harshman 1972;

Bro et al. 1999, P10)

PARAFAC-CANDECOMP on fluorescence data
(Bro 1999)

PARAFAC-CANDECOMP on HPLC fluorescence
(Baunsgaard et al. 2000, P8)

Figure 1: The paths of development of the mathematical tools and their application in research for the sugar industry. The elements and the
publications used in the figure are discussed in the text. 
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Figure 2: Schematic illustration of the sugar process
in a modern sugar factory. See the text for details.

As depicted in Figure 2, the sugar process is very complex due to a large number of
composite unit operations. The sugar beets entering the process are washed, sliced and
boiled to extract the sugar into the water. After several filtrations and addition of lime to
raise pH and lower the amount of
reducing sugars, the thin juice is
boiled under vacuum to form thick
juice. During this process the
temperature rises to levels at which
caramelization (and thus undesired
colouring) may begin to take place.
After addition of a reductive
polymerization inhibitor (SO2) and
reboiling, the stream is mixed with
one or more re-fluxed streams to
form the standard liquor. Standard
liquor is spiked with icing sugar to
initiate the crystallization. After cry-
stallization has begun, the juice is
centrifuged to isolate the sugar cry-
stals from the syrup. The sugar cry-
stals from this process is typically
more than 99.99% pure.

With a minimum of a priori as-
sumptions a screening analysis was
conducted by Nørgaard (1995), see also P7. The very first 34 crystalline sugar samples were
provided by Danisco Sugar Development and an immediate PCA of the matricized fluore-
scence landscapes of the samples diluted in phosphate-buffered water revealed that three
clusters were present. By interviewing the sugar specialists we were informed that we had
received samples from three factories in accordance with the three clusters, as depicted on
Figure 1B (page 34, P7). This validation of fluorescence as a relevant source of information
motivated the requisition of more data. Thus, for the same samples Danisco Sugar provided
10 chemical reference measurements for each sample. A separate PCA of these chemical
reference values again indicated the presence of three clusters constituted by the same
samples as the model for the spectral measurements, as is shown in Figure 1D (page 35, P7).
By using the graphical tools of multivariate data analysis as in Figure 1E (page 36, P7), we
found that the samples differed in all chemical measurements except floculation (FLOC).
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The observation that the same clusters were observed in the model for fluorescence
measurements and the models for the 10 chemical measurements indicated that the chemical
reference values could be predicted by the use of fluorescence. A PLSR model gave a
correlation coefficient of 0.91 between the fluorescence measurements and the reference
value for ash. The ash content was systematically highest for samples with the highest
fluorescence intensities, but as ash is not fluorescent, the model is based on predicting the
amount of ash indirectly. This illustrates how the multivariate models allow for predicting
features that are not directly measurable by the spectroscopic technique in question. This
indirect modelling is possibly due to fluorescence signals from fluorophores which, through
unknown complex chemical mechanisms, depend on the levels of ash. In contrast, the
prediction of colour and amino-N is based on a direct chemical relation with the fluorescent
amino acids and phenols and provided regression coefficients above 0.94. It should be noted
that the fluorescent amino acids and phenols only represent a selection of the total
concentration of the different amino acids and phenols involved in the colour formation. The
ability of the model to predict total amino-N, is thus possible due to the natural correlation
between the various amino acids and other chemical compounds under the control of the
biological equilibria in the cells of the beets. As the applied models are not black-box
solutions, the parameters can be interpreted exploratively, in e.g. biplots, to allow for a
spectroscopist’s interpretation of the spectra that covaries with the reference values at hand,
thereby helping to induce hypotheses on the structure of the involved chemical species, and
thus, the underlying mechanisms.

Several different data sets from different years and factories have been explored by the
multivariate models and the results consistently confirm the first experiences regarding
fluorescence as a relevant spectroscopic measurement technique with respect to the
prediction of the chemical measurements. The sequence of successive inductions from PCA
and PLSR models of sample sets from 1993 and up to 1998 led to a deeper understanding
of the conditions that cause the formation of colour.

To further scrutinize the information present in fluorescence measurements of thick juice,
a collection of 47 fluorescence landscapes taken from 5 factories over a period of 10 weeks
were explored by means of a Tucker3 model of a 4-way data array [P9]. The 4-way array
consisted of 47 samples, two levels of dilution, 311 emission wavelengths and 20 excitation
wavelengths, i.e. a 4-way array with dimensions (47, 2, 311, 20). The Tucker model
explained 96.16% of the variation and after rotation to optimal variance-of-squares by the
methods described in papers P2 and P3, score vectors number two and three revealed that
fluorescence measurements contain high-quality information about the temporal state of the
sample in the sugar campaign and the factory relationship, as illustrated in Figure 5 (page
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142, P9). However, two-way PCA of fluorescence measurements from different factories
showed that sugar samples could be classified only according to factory. To visualize the
temporal development throughout the sugar campaign local PCA models had to be made
individually for each factory, as depicted in Figure 2AB (page 38, P7). However, with the
4-way PCA model, each of the 47 samples were clustered both according to factory and to
sampling week, as seen in Figure 3C (page 41, P7). This surprising finding illustrates the
importance of respecting the structure of data in order to obtain the optimal yield of
information in the sense that the 4-way data required a 4-way model to allow for an
exploration on a detailed level. Thus, the fluorescence landscape is a fingerprint that
describes the history and state of each sample. In this sense, each sample is its own bar code
with a unique identifier that can be read with a spectrofluorometre and interpreted by using
an optimal multi-way model.

At this stage it was evident that the increased amounts of multi-way data from fluore-
scence measurements required exploration by multi-way methods to reach the finer details
of the data. The low efficiency of the existing algorithms for multi-way modelling gave rise
to investigations towards faster and more efficient algorithms for estimation of PARAFAC-
CANDECOMP and Tucker3 models. Multi-way models like PARAFAC-CANDECOMP and
Tucker3 are much more time-consuming with regards to computing time than their two-way
counterparts, i.e. PCA and PLSR. Although the two-way and multi-way algorithms are
different and thus difficult to compare, a properly validated PCA model may take perhaps
5 minutes, whereas the same task on the same amount of observations in a true three-way
constellation may take 5-100 times longer due to the lack of direct methods for estimating
the parameters of the PARAFAC-CANDECOMP and Tucker3 models.

Thus, to reduce the analysis time for the iterative multi-way models, an efficient
algorithm for estimating Tucker3 parameters was sought [P4]. By combining different
schemes for approximating eigenvectors in new ways, significant improvements were found.
The algorithms were kept in the alternating least squares (ALS) form, without assuming
special structures like having one mode with many variables, as exploited in other works
[Kiers et al. (1992)]. The algorithm based on non-linear iterative partial least squares
(NIPALS) required the least computations in order to reach convergence. However, issues
like numerical stability and robustness were not touched upon in the publication. Since 1996
the algorithms have been implemented in the N-way Toolbox for MATLAB [Bro &
Andersson (1999)]. A later publication [P6] led to an improved scheme that further reduced
the time by rearranging the order of the least squares regression problems. The fast Tucker3
algorithm is exploited further in the following method proposed for fast and efficient
estimation of PARAFAC-CANDECOMP models [P5].
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In most cases the PARAFAC-CANDECOMP model is estimated by using unconstrained
factors, and the ALS algorithm for estimating the PARAFAC-CANDECOMP factors is
prone to poor convergence properties due to correlated factors and near-singular component
matrices. However, a method is proposed [P5] for efficient calculation of unconstrained
PARAFAC-CANDECOMP factors by fitting the PARAFAC-CANDECOMP model to a
subspace of the original data represented by a core array from the Tucker3 model. Thus, it
is proposed to estimate a Tucker3 model which natively has better convergence properties
due to the use of orthogonality constrained component matrices. Compared to the size of the
original data, the significantly reduced core array is then used to estimate PARAFAC-
CANDECOMP factors that are later expanded by the subspaces represented by the
component matrices of the Tucker3 model. A similar approach termed canonical
decomposition with linear constraints [Carroll et al. (1980)] has been proposed; however,
it is limited to orthogonality and has not been proposed for compression. In the
CANDECOMP paper by Carroll & Chang (1970) it is suggested to use two-way PCA to find
the compression bases, whereas in P5, the core array of the Tucker3 model ensures that
multi-linearity is preserved. Significant reductions in computational requirements are
observed when applied to real data. In paper P5 considerations are also made with respect
to the stringency of the convergence criteria and missing values, and the methods are applied
to real data. The improved methods published as papers P4, P6 and P5 are prerequisite for
being able to make validation possible for the computationally intensive multi-way models
and to allow for industrial applications where time is a decisive factor. Whereas we formerly
could use 5-7 days to reach an acceptable convergence criterion of the least squares
PARAFAC-CANDECOMP algorithm, it became possible to conduct the same computations
in roughly 1-2 hours on the same data.

As the more efficient Tucker3 algorithm published in P4 has been used extensively in
complex exploratory problems, the interpretational ambiguity of the multi-way PCA due to
the rotational indeterminancy required further elaboration. From a pragmatic multivariate
point of view, the rotational abilities of the model can be exploited to yield the simplest
possible model which in return requires less interpretation. Thus, a measure of model
simplicity was postulated [P2] along with an algorithm for optimizing this and other
simplicity measures [P3]. The interdependent publications P2 and P3 present respectively
a figure of merit for the simplicity of a given core array and a general algorithm that can be
used to optimize any differentiable measure as a function of orthonormal rotation matrices.

The simplicity measure for assessing the structure of core arrays is named variance-of-
squares, and has later been found to be a special case of Orthomax [Kiers (1997)] in the case
of orthogonal rotations. The value of the variance-of-squares merit is high in the desirable
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situation where there are few, but very significant, core entries and many near-zero elements.
This structure of the core array will allow the analyst to focus on a few significant
combinations of factors in the analysis and interpretation.

A novel algorithm has been proposed as a means of optimizing any differentiable
measure, e.g., variance-of-squares [P2]. This algorithm is based on the necessary and
sufficient criterion that a certain interim product of the rotation matrices must have diagonal
structure at stationary points of the objective function. In the published paper P3, the
derivatives for three simplicity measures are developed: variance-of-squares, diagonality and
slice-wise diagonality.

The assumption of bilinearity of excitation-emission matrices from fluorometric
landscape measurements has been proposed for resolution of the underlying excitation and
emission profiles of the fluorophores by several authors [Warner et al. (1977), Lee et al.
(1991)]. Leurgans & Ross (1992) showed that, in theory, the mathematical relationship
between the concentrations of fluorophores and fluorescence intensities, using the ordinary
assumptions with respect to linearity and additivity, complies with the PARAFAC-
CANDECOMP model. Thus, a first justification for the use of the PARAFAC-
CANDECOMP for resolving the profiles of the pure underlying fluorophores was
established. By using the PARAFAC-CANDECOMP model, Bro (1999) resolved excitation
and emission spectra identical with the PARAFAC-CANDECOMP loadings of 4
fluorophores from fluorescence landscapes of 268 process sugar samples dissolved in water.
These 4 components were later used as indicator substances and exhibited strong a
correlation to important quality and process parameters. The emission spectra are shown in
Figure 5BCD (page 44-45 in P7). Due to the mathematical uniqueness of the PARAFAC-
CANDECOMP model these pseudocomponents can be interpreted directly in terms of
spectroscopy which makes the PARAFAC-CANDECOMP model an efficient tool for
exploratory data analysis. Thus, with such profiles in almost-natural-language we could
immediately use our long term experience with spectra to understand the factors from the
PARAFAC-CANDECOMP model, and we directly identified the emission spectra of two
of the components to be the amino acids tyrosine and tryptophane. The other two
components resolved from the sugar samples exhibited emission in the visible spectral area
above 400 nm, and could thus be classified as possible direct contributors to colour in the
final product. The fact that the latter two unknown components have very wide emission
peaks makes it probable that the components are macromolecular or polymers, belonging to
the classes of melanoidines and melanines was subsequently confirmed. The results from
this direct spectroscopic exploration were checked by chemical identification through size-
exclusion high performance liquid chromatography (HPLC) [P8].



I. Exploratory multivariate data analysis

30

To ensure that the exploratory models are formulated in a meaningful context, constraints
can be used in the dialogue between the observations and the model. As stressed in
Appendix A of P7 and elsewhere in the literature [Bro 1998a, de Juan et al. (1997), Bro &
Sidiropoulos (1998)], constraints like non-negativity and unimodality can be used in the
least-squares optimization schemes to guarantee that the functional factors can be interpreted
and provide knowledge from which new hypotheses can be made. For example, when
resolving the underlying profiles of the pure fluorophores from the complex fluorescence
landscapes, it is physically impossible to have negative excitation and emission profiles,
since this is in conflict with the quantum chemical models of electron systems of the
fluorophores. Since the use of constraints can be overly focussed on obtaining results that
are in accordance with the a priori assumptions, it is important to use an extensive validation
scheme that ensures that the obtained factors have a general validity. In most cases, it
suffices to compare the factors and the residuals obtained from unconstrained and
constrained models of the system under investigation. If deviations occur, they should be
explained to provide more information on the appropriateness of the exploratory model in
use. As an example, such deviations can be observed in PC models of fluorescence
landscapes where non-linear behaviour caused by quenching and light scattering violates the
assumption of linearity and additivity of the PC model. Thus, frequently, the unconstrained
profiles may suffer from minor wavelength regions that are negative at the wavelengths
where the stronger absorbing fluorophores overlap and quench the signals of the other
fluorophores.

In order to explore the functional relevance of the 4 resolved pseudocomponents, they
were regressed upon reference measurements of colour and ash [Bro (1999), P7] obtaining
reasonable predictions. The most important components with respect to colour proved to be
the two macromolecular components, whereby we were inspired to introduce the concept
of potential colour as a measure of the amount of colourless substances (e.g., tyrosine and
tryptophane) present that could produce coloured substances through reaction with reducing
sugars. Further examinations in the direction of potential colour were deferred for later
investigations. Factory records as well as interviews with the process engineers revealed that
sugar beets are stored longer during weekends which may produce heat due to
microbiological activity which is reflected in higher fluorescence intensities, hence scores,
for all 4 resolved components. This is seen as correlated cyclic changes in intensities in
Figure 5E (page 46, P7). It is important to note that around sample number 200 an increasing
trend of Component 4 is depicted which coincides with the event of frozen sugar beets.
Further elaboration on this issue with the production engineers revealed that the variation
of the 4 indicator substances diminished through the campaign due to decreasing outdoor



I. Exploratory multivariate data analysis

31

beet storage temperatures. The concept of using the PC loadings representing indicator
substances or functional factors to explain important process parameters and chemical
properties has a high potential as a tool for monitoring and controlling complex processes.

At the time of the collection of sample 200 (November 15th) the beets had been exposed
to temperatures far below 0 °C, causing Component 4 to increase in concentration. Thus, a
preliminary hypothesis was generated that in future campaigns it should be checked if
Component 4 could be used as an indicator for frozen beets. The increasing formation of
colour during the remaining time of the sampling was reflected by Component 4 which may
thus serve as an indicator substance of both colour and frozen beets. Even more, it was
shown in a process analysis [Bro (1999), P7] that it was possible to use the 4 indicator
substances to predict, retrospectively, important process parameters (pH and CaO) along
with chemical parameters (colour and ash) throughout the process. This experience should
be used in implementing the more difficult process control aspect.

To validate and provide additional information about the indicator substances just
described, extensive examinations by column chromatography were performed, as published
in P8 and P10. Here, the mathematical separation of the fluorophores was compared with
high performance liquid chromatography (HPLC) on a size-exclusion column, separating the
high molecular coloured polymers from the potential colour, e.g. tyrosine and tryptophane.
It is noteworthy that research has been conducted in the field of sugar production since 1869
[Scheibler (1869)], and that the functional importance of fluorescent constituents of the
sugar streams has not yet been characterized in any way by means of fluorescence. With the
mathematical resolution of the pure spectral profiles checked with HPLC, it is proven that
fluorescent indicator substances for the chemical parameters provide a feasible solution to
the complex problem of understanding the processes leading to formation of colour in the
sugar streams.

In order to address the identification and validation issues raised by the preceding
resolution of the 4 components from sugar, more chemically based investigations were
conducted. Because of the minute traces of these components in the crystalline sugar it is
difficult to perform the chromatographic validation of the fluorometric results on such a pure
product. In the hope of identifying even more components in the sugar streams, the inter-
mediary unrefined product, thick juice, was subjected to high performance liquid
chromatography, as described in P8. For the detailed chemical identification one thick juice
sample was analysed by HPLC. To reduce the risk of model errors caused by quenching, the
thick juice sample was separated into 41 fractions according to a combined effect of
molecular size and affinity to the HPLC column material. The fractions, thus containing only
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one or a few chemical components, were measured by spectrofluorometry, yielding a
landscape for each single fraction, as illustrated in Figure 5 of P8. With the exploratory use
of the PARAFAC-CANDECOMP model, 7 fluorophores could be resolved from the
complex fluorescence landscapes of the fractions obtained by HPLC. Among them were
tyrosine and tryptophane, which were identified by spiking samples with solutions of the
pure amino acids, as shown in Figure 3 of P8. The application of HPLC to avoid quenching
and thereby to significantly reduce the model error is novel, and the awareness of the
modelling tools at the chemist’s level has facilitated the results. The identifications were not
only based on the similarity of the resolved profiles for excitation and emission, but also on
chromatographic retention time. Due to the elution order, the 7 fluorophores could be
assigned approximate molecular sizes and 4 large coloured macromolecules or polymers
were found which all displayed absorption in the visible range. Three of the macromolecular
constituents exhibit absorptivity in a wide range of the ultraviolet spectrum, depicting
various complex molecular structures. This is in accordance with the understanding of the
Maillard reaction mechanisms that suggest the formation of polymers by polymerization of
the amino acids present. Thus by fluorescence analysis we have been able to select 4
chemical components, or indicator substances, which were found to be representative in
modelling a wide range of different aspects of the sugar process.

Besides confirming the presence of tryptophane and tyrosine in thick juice and sugar, two
other observations are made from the chromatograms: The profiles of tryptophane are
preserved in the fluorescent molecular melanoidine fractions, while the fluorescence
signature of tyrosine is absent (Figure 6, P8). This is in accordance with the molecular
structure of the two amino acids, since tryptophane is a large, irregular and rigid molecule
compared to tyrosine which is less complex thus making it more likely to lose its
fluorescence signature when incorporated into polymer structures.

Thus, we have come the full circle. At this stage important chemical knowledge and
chemically based hypotheses have been induced by the successive steps of increasingly more
extensive multivariate analyses initiated in 1995 [Nørgaard (1995)] as a screening with PCA.
The use of increasingly complex models has provided equally more detailed information on
the different organisatorial levels [Munck (2000)] with respect to the multivariate context
of the sugar production. These contextual levels may be defined as i) The biology of the
sugar beet including the effects of production and storage, ii) The parameters of the sugar
production process, and, iii) The characteristics of the raw materials, process streams and
sugar as evaluated by (a) spectroscopy and by (b) physical/chemical properties. The
utilization of continuous inventory analyses and validations in the stepwise exploratory
approach is described in Table 2.
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In chromatography, a fundamental problem has to be addressed when several chroma-
tograms are included in the same multivariate model. The problem occurs if the time axes
are different, corresponding to differing elution times for the same chemical components.
If this is the situation, the assumption of trilinearity is violated, since there is no common
time-factor that can be exploited to find principal components, and attempts to do so will
introduce model errors and bias. This problem is general in nature, since existing component
models assume that the variables have the same meaning for all samples, which is not the
case if an axis is shifted from sample to sample. A unique model that implicitly handles this
problem by the use of general cross-product matrices was proposed as PARAFAC2 by
Harshman (1972), and recently an algorithm was proposed for fitting it [Kiers et al. (1999)].
In P10 the algorithm is applied for analysis of liquid chromatography data for resolution of
spectral profiles with significant success compared to the ordinary PARAFAC-
CANDECOMP model parameters. The approach differs from preprocessing techniques like
warping [Kassidas et al. (1998b)] in the implicit handling of the time axes by elegantly
replacing the problematic axis for each sample by the covariance matrix of time profiles
calculated across one of the other modes. In this particular application the covariances are
calculated across the spectral mode in order to treat each sample separately. A necessary but
rather unrestrictive constraint ensures that the PARAFAC2 factors maintain uniqueness as
in the PARAFAC-CANDECOMP model. In the application paper P10, the profiles resolved
by PARAFAC2 and ordinary PARAFAC-CANDECOMP were compared in terms of
similarity and explained variation. The PARAFAC2 components were significantly closer
to the known spectra of the pure chemical components. Applying the PARAFAC-
CANDECOMP model to data with non-aligned modes involves a risk of obtaining erroneous
and misleading factors in the results. Thus, it is advocated to apply both models and compare
residuals and estimated profiles in order to gain a fundamental understanding of the data at
hand and to obtain the optimal model.

The common problem of having significant and systematic background signals that
quench the part of the analytical signal that correlates to the reference measurements has
been described earlier under direct orthogonalization. High background signals due to
scattered light or temperature differences are well-known causes of model deviations in
spectroscopy. Several methods address these problems by applying pre-transformations of
the signals by means of theoretically based models, e.g. multiplicative scatter correction
[Martens et al. (1983), Geladi et al. (1985)] or Kubelka-Munck theory [Law et al. (1996)].
However, in many cases the background signals do not conform to the underlying
mathematical expression of the assumed physical/chemical relationships and a more
adaptive alternative is appreciated. One soft model that aims at describing the significant,
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but uncorrelated, signals is Direct Orthogonalization (DO) [P1]. The method suggests
including a preregression step on the part of data that is independent of the reference
measurements. For the DO method to be effective it is a prerequisite that the reference
measurements have sufficiently low errors in order for the preregression step not to remove
information that would otherwise stabilize the regression model. Some suggestions on how
to use DO for multi-way calibrations are made at the end of publication P1. Wold et al.
(1998) propose a somewhat similar approach termed orthogonal signal correction (OSC),
by which a bilinear model of the data is orthogonalized with the reference measurements,
and not the data themselves. Both approaches offer some exciting possibilities for
exploratory as well as industrial and scientific uses. By inspecting the principal components
of what is independent of the reference measurements, the analyst and the process engineer
have significantly improved means for identifying outlying observations. In essence, it is
possible to define the normal patterns in both the independent and the analytical parts of the
data, so that models can be established for the background signal as well as the analytical
signal.
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5. Conclusion
Working exploratively with complex composite problems requires continuous

involvement by specialists from the various implicated application fields, as has just been
illustrated by the applications of multivariate models in the sugar production. As an example
(page 48, P7) of the efficiency and success of the exploratory multivariate approach we
could compare with the strategy of Madsen et al. (1978), using classical chromatography and
statistics in analysing the compounds in sugar responsible for the formation of colour. In
traditional chemical analysis, one starts by defining the hundreds of chemical substances
involved in a process, as was done for the sugar industry by Madsen et al. in order to
understand colour formation. If the target hypothesis is to find easily identifiable indicator
substances by which to model quality and process characteristics, it is suggested that the
exploratory method of introducing a multivariate screening method would be more
economical than a deductive strategy based only on a priori chemical knowledge,
chromatography and classical statistics as studied in the research laboratory. In contrast to
the deductive approach, the a priori knowledge in the exploratory method is used after the
primary data evaluation and then stepwise throughout a hypothesis generating process to
ensure that the obtained preliminary conclusions are on track with the problem at hand and
that the results are validated at each step. If the a priori knowledge is used only to formulate
the model without the prior support by an exploratory screening analysis, the resulting
interpretations and conclusions may be unnecessarily biased to fulfill the assumptions of the
analyst. It should be noted that a priori knowledge is of crucial importance also to the
exploratory strategy for validation and in order to navigate in the selection process.

For chemometrics to be successful, access to a full chain of interdisciplinary resources
including, e.g. analytical chemical analysis, spectroscopy, mathematics, computer
programming and IT is required by the researcher. Every link in this chain has to have basic
understanding of multivariate data analysis in order to contribute optimally to the solution
to the problem, since issues like repeatability, variation, validation and data quality are of
fundamental importance to the exploratory multivariate data analysis. For researchers
educated to have fundamental working knowledge of the multivariate tools it will be
possible to take responsibility not only for the collection of data, but also for the analysis of
their own data. Otherwise, the researcher will just hand over data for statistical analysis by
methods which have not been developed for that particular problem and its context and the
interactive part of exploratory analysis is lost.

The birth of exploratory multivariate data analysis occurred by breaking multivariate
models away from multivariate statistics to be placed in the core of the specific application
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fields as exemplified by Figure 1. There is a danger that multivariate analysis within
chemistry, i.e. chemometrics, will be drawn back into unapplied and theoretical statistics by
becoming overly sophisticated, general and not enough specific to be directly applicable for
researchers from non-mathematical and non-statistical disciplines. It is vital to uphold a
balance between pragmatics and theory in the multivariate society. Bearing in mind that
chemometrics owes its success to its applicability in chemistry and that these multivariate
technologies are often applied more by researchers with experimental and modelling skills
rather than by statisticians with skills in the application, it must be avoided that research in
multivariate data analysis goes solely in the direction of static generalized theory.

The modern spectral sensors offer data of high quality with regards to relevance and
signal-to-noise ratio, and the exploratory multivariate technologies offer a host of
possibilities to natural sciences, technology and human sciences. The speed and robustness
of the spectral sensors and the novel mathematical tools as provided by chemometrics
already now allow for implementation in high-sensitivity laboratory systems and high-speed
process systems. The most important benefit from multivariate analysis is the much
overlooked possibility of making qualified estimations on the quality of a sample by
applying methods for outlier-identification utilizing the multivariate advantage as a
fingerprint. By comparing with the samples used during the calibration, it is possible to
assess the discrepancy between what is known by the model to be normal and any new
sample. Due to the advantages of using spectroscopy over traditional wet chemistry, we will
see spectrophotometers in more places in the coming years. It is already possible to mount
spectral sensors on urinals and toilets to give indications of latent diabetes, blood alcohol
level and even some forms of cancer.

The Internet has made distribution of data and information possible throughout the world.
The next paradigm shift may allow users to formulate their own information analyses of data
directly from the original data bases to suit individual purposes rather than having only a
preformulated and prefabricated result offered with no possibilities for examining other
scenarios than those dictated by the data provider. Much like the way it is possible to search
for literature in the library data bases via the web, it will in the future hopefully be possible
to browse and screen larger amounts of data like the archives of the National Bureau of
Statistics to explore own hypotheses by making tailor-made models. This data mining task
could in many instances be that of exploring patterns in large tables comprised of data from
relevant observations. Here the multivariate technologies will provide the ideal tools. Using
soft, adaptive and graphical tools, users will be able to verify the calculations and
interpretations of those responsible for the data, and furthermore, users will have the
possibility to formulate and explore their own individual problems and interpret these, e.g.
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relations between production parameters in the agricultural and food industry with instances
of food poisoning or comparisons of the economical figures of merit between different
countries. Mediation by the intuitive and graphical tools for multivariate data analysis will
make it possible for every Internet surfer to investigate his or her own idea, if the proper
sources of data are available.

Publication of original data sets and the conditions used during data collection together
with research papers should be compulsory in science to provide the most transparent
background for the drawn conclusions. This should also be mandatory for the more official
data gathered at national level, e.g. by the European Commission, and would thereby
contribute significantly to an improvement in the economical and political democracy.
Turning that kind and amount of information into useful knowledge would require the
involvement of exploratory multivariate data analysis for easy and efficient data mining
interpreted in dialogue with different experienced members of society.
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