
Abstract First- and second-order multivariate calibration
of fluorescence data have been compared as regards the
determination of anti-inflammatories and metabolites in the
biological fluids serum and urine. The simultaneous reso-
lution of naproxen–salicylic acid mixtures in serum and
naproxen–salicylic acid–salicyluric acid mixtures in urine
was accomplished and employed for a discussion of the
relative advantages of the applied chemometric tools. The
analysis of second-order fluorescence excitation-emission
matrices was performed using iteratively reweighted gen-
eralized rank annihilation method (IRGRAM), parallel
factor analysis (PARAFAC), and self-weighted alternating
trilinear decomposition (SWATLD). The results were com-
pared with first-order fluorescence emission data analyzed
with partial least-squares regression (PLS). In all cases,
the performance of the methods was improved through the
formation of inclusion complexes of the analytes with 
β-cyclodextrin. The concentration ranges in which the
analytes could be determined were as follows: naproxen,
0–250 ng mL–1 in serum and 0–200 ng mL–1 in urine; sali-
cylic acid, 0–500 ng mL–1 in serum and 0–300 ng mL–1 in
urine, and salicyluric acid, 0–300 ng mL–1 in urine.

Keywords Spectrofluorimetry · Chemometrics ·
Naproxen · Salicylic acid · Salicyluric acid · 
β-Cyclodextrin

Abbreviations EEFMs excitation-emission fluorescence
matrices · NX naproxen · SA salicylic acid · SU salicyluric
acid · GRAM generalized rank annihilation method · 
IRGRAM iteratively reweighted generalized rank 
annihilation method · PARAFAC parallel factor analysis ·
SWATLD self-weighted alternating trilinear decomposition

Introduction

In recent years, multivariate calibration methods have been
gaining importance in the resolution of complex multicom-
ponent mixtures [1]. First-order methods such as partial
least-squares (PLS) regression employ vectorial data (i.e.,
spectra collected at a number of wavelengths). They re-
quire the construction of large training sets for a success-
ful calibration before prediction is made, and are sensitive
to the presence of unmodelled components, as is frequent-
ly observed in the analysis of biological samples. On the
other hand, matrix data such as excitation-emission fluo-
rescence matrices (EEFMs) can be adequately analyzed
by second-order methods. They allow spectra and relative
concentrations of individual mixture components to be ex-
tracted directly, in the presence of any number of uncali-
brated constituents. This can be achieved using only a very
small sample set, as will be illustrated in the present work.

Experimental applications of EEFMs that have been
reported so far are rather scarce, and have been generally
restricted to mixtures of known components such as poly-
cyclic aromatic hydrocarbons [2, 3]. To the best of our
knowledge, this type of analysis has not been previously
performed on biological samples.

In this report we selected, as convenient examples, the
simultaneous determination of the anti-inflammatories na-
proxen [NX: (+)-2-(6-methoxy-2-naphtyl)propionic acid]
and salicylic acid (SA: 2-hydroxybenzoic acid) in human
serum and of NX, SA, and the main metabolite of the lat-
ter, salicyluric acid (SU: 2-hydroxybenzoylaminoacetate)
[4] in human urine. The fluorescent properties of these three
compounds are well known, and some previous knowl-
edge on the application of first-order calibration (at the PLS
level) to serum samples is already available from our lab-
oratory [5]. Previous non-chromatographic analyses of the
presently studied analytes have been reported in the liter-
ature [6, 7, 8, 9, 10, 11]. It should be noticed, however,
that the simultaneous spectrofluorimetric resolution of NX,
SA, and SU in urine has not been previously reported.

The objective of this work was to compare the relative
advantages and disadvantages of a first-order (PLS) and
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three different second-order fluorescence methods [12, 13,
14, 15] for the analysis of biological samples, both from
the experimental point of view and from the quality of the
analytical results. The performance of the methods is
shown to improve through the formation of inclusion com-
plexes between β-cyclodextrin (β-CD) and the investigat-
ed compounds. These complexes may show enhanced 
fluorescent properties with useful analytical implications
[16, 17, 18, 19]. Whereas the NX-β-CD and SA-β-CD
complex formations have been previously reported [20,
21], the corresponding analysis of the SU-β-CD host-guest
complex system is assessed in the present work.

Experimental

Reagents

Analytical-reagent grade chemicals were employed in all experi-
ments. Stock solutions (all 500 µg mL–1) of sodium naproxenate
(Sigma, St. Louis, MO, USA), sodium salicylate (Merck, Darmstadt,
Germany) and salicyluric acid (Aldrich, Milwaukee, WI, USA)
were prepared by dissolving each compound in doubly distilled
water. From these concentrated solutions, either 1 or 5 µg mL–1

working solutions were prepared. A buffer solution of borax of 
pH 9.0 was prepared in a 100 ml volumetric flask by adding 4.6 ml
of 0.10 M HCl to 50 ml of 0.025 M sodium tetraborate decahy-
drate (Analar, London, UK) and diluting to the mark with water. 
β-CD (Aldrich, Milwaukee, WI, USA) was recrystallized twice
from water, and 0.01 M solutions were prepared either in water or
in borax buffer. Sodium dodecyl sulfate (SDS) was obtained from
Merck (Darmstadt, Germany) and α-CD from Cyclolab (Budapest,
Hungary). Both were used as received. Aqueous 0.01 M solutions
of the latter two compounds were prepared.

Apparatus

Synchronous fluorescence spectra were measured on a Shimadzu
RF 5300 PC spectrofluorimeter, equipped with a 150 W xenon lamp,
and using 1.00 cm quartz cells. They were collected each 1 nm in
the range 325–500 nm (using ∆λ=105 nm), converted to, and saved
in, ASCII format, and transferred to a Pentium III microcomputer.
Excitation-emission fluorescence matrices were measured on an
Aminco Bowman (Urbana, IL, USA) Series 2 spectrofluorimeter
fitted with a 150 W continuous xenon lamp and interfaced to a 486
personal computer. Data acquisition and data analysis were per-
formed with AB2 software, running under OS/2 version 4.0. Fluo-
rescence measurements both for serum and urine were carried out
using 1.00 cm quartz cells, slit widths, 4 nm, wavelength excita-
tion range, 200–350 nm (each 5 nm) and wavelength emission
range, 330–460 nm (each 1 nm).

Influence of β-cyclodextrin concentration

In the inclusion constant determination for SU-β-CD complex, the
concentration of SU was held constant at 6.4×10–6 M while the 
β-CD was varied from 0 to 0.01 M. The experiment was performed
in NaOH solution (pH 9) and in duplicate. The fluorescence emis-
sion was measured at λexc=290 nm and λem=410 nm.

Serum samples

The construction of a calibration set for applying PLS to serum
samples has already been described in the literature [5]. No such
training set is needed in the present case, where standard addition
is applied to second-order fluorescence data. Accordingly, only a
validation set of nine samples was prepared by spiking different
human sera with NX and SA in order to obtain the five concentra-

tions levels provided by a central composite design, and their cor-
responding partners with addition of standard. A volume of 100 µL
of each serum sample was diluted to 1 mL with water. 10 µL of
this solution were placed in a 2 mL flask and the corresponding
volumes of both NX and SA stock solutions were added. Comple-
tion to the mark was achieved with 0.01 M β-cyclodextrin aqueous
solution. The highest concentrations of both NX and SA in the
flasks were 125 and 250 ng mL–1, respectively. These concentra-
tions correspond to original values in serum of 250 and 500 mg L–1

for NX and SA, respectively, and are the maximum concentrations
found under normal therapeutic doses. Since SA emits fluores-
cence at pH>4 (when present as salicylate) and the fluorescence
emission of NX remains constant at a wide pH range (2–12) [20],
the working pH was that obtained by the dissolution of the com-
pounds (almost neutral). Each serum sample was prepared in du-
plicate and no pre-treatment was required. The EEFMs were then
read for these samples, and for additional ones prepared in the
same manner as described above, but containing final concentra-
tions which were, for both analytes, 50, 100, and 150 ng mL–1 higher
than those given by the central composite design. The obtained data
were subjected to second-order data analysis, as described below.

Urine samples

For the first-order PLS model building, a calibration set of 30 dif-
ferent urine samples was prepared with the five concentration lev-
els of NX, SA and SU provided by two identical 15-sample central
composite designs. The levels correspond to values in the range
0–200 ng mL–1 for NX and 0–300 ng mL–1 for both SA and SU.
The experiments were performed in both the absence and the pres-
ence of β-CD at a constant concentration of 0.01 M, and at pH 9
(borax buffer). At this pH value, the three compounds emit fluo-
rescence [8, 20] while the deprotonation of the β-CD, which would
occur at high pH, is avoided. The validation experiment was car-
ried out using 12 urine samples different to those employed for
calibration, with random concentrations of NX, SA and SU (all ly-
ing in the corresponding calibration range). Each sample was pre-
pared in triplicate. The synchronous fluorescence spectra were
then read (in random order with respect to analytes concentrations)
and subjected to PLS analysis.

For the second-order data analysis, a set of 12 validation sam-
ples was prepared in the same form and with the same concentra-
tions of NX, SA and SU as those employed for validating the PLS
model. The EEFMs were read for each of these samples, and for
additional ones prepared in a similar way but having final concen-
trations of NX, SA and SU 200 ng mL–1 higher.

PLS analysis

The theory of PLS is well known [22]. Briefly, the method in-
volves a calibration step in which the relation between spectra and
analyte concentrations is estimated from a set of reference sam-
ples, and a prediction step in which the results of the calibration
are used to estimate the component concentrations in unknown
samples. PLS was applied with the program MULTIVAR, written
in Visual Basic 5.0, and freely available on the internet at ftp://
www.fbioyf.unr.edu.ar/cientifico/multivar.exe. The program is
based on a previously described algorithm [23, 24].

Theory of second-order methods

Second-order fluorescence data can be analyzed by two types of
methods: 1) those based on solving an eigenvalue problem, such as
the generalized rank annihilation method (GRAM) [12] and its it-
eratively reweighted variant (IRGRAM) [25] and 2) those employ-
ing a least-squares minimization, as implemented in both parallel
factor analysis (PARAFAC) [14] and self-weighted alternating
trilinear decomposition (SWATLD) [15]. EEFMs for a group of 
I samples can be represented as:

Fi jl =
K∑

k=1

cik Xkl Yk j (1)
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where Fijl is an element of the cube F (dimensions=I×J×L, I=num-
ber of samples, J=number of excitation wavelengths, L=number of
emission wavelengths), i.e., the fluorescence intensity for sample i
at the emission wavelength j and excitation wavelength l, cik is the
concentration of k in sample i, Xkl is the excitation profile of ana-
lyte k at excitation wavelength l, Ykj is the emission profile of ana-
lyte k at wavelength j and K is the total number of analytes (here
and elsewhere, error terms are dropped from the equations in order
to simplify the notation). Equation 1 shows that EEFMs follow a
trilinear model to which programs such as GRAM, PARAFAC,
and SWATLD can be successfully applied. For specific details see
the Appendix.

Although ambiguities remain in the absolute component con-
centrations and chemical identities when these methods are ap-
plied, they can be solved by: a) using samples of known concen-
tration and b) comparing the individual excitation or emission pro-
files with those of standards. In the present report, IRGRAM was
implemented with an in-house MATLAB 5.3 routine [26] based in

ref. [25], and PARAFAC with the MATLAB routine developed by
Bro [27] and available from the internet at http://www.models.
kvl.dk/. The routine for applying SWATLD was generously sup-
plied by NM Faber.

Results and discussion

With the purpose of increasing the native fluorescence in-
tensities of NX, SA, and SU, and thus improving the per-
formance of the analytical methods, different organized
media such as micelles and cyclodextrins (namely, SDS,
α-CD, and β-CD) were checked in the corresponding op-
timum working conditions. Among the investigated sys-
tems, β-CD produced a significant enhancement of the
fluorescence spectra of the analytes (Fig.1), while not af-
fecting those of serum and urine, and was therefore se-
lected for subsequent experiments. The relative interplay
of spectra for analytes and background components is such
that the presence of β-CD is critical for the success of the
determinations in urine, whereas in serum the perfor-
mances in the absence and in the presence of β-CD are
similar.

In previous reports we have demonstrated that both NX
and SA form 1:1 inclusion complexes with β-CD [20, 21],
with equilibrium constants which are 2100 and 516 M–1

for the naproxen complexes at pH 2.5 and 10, respective-
ly, and 100 M–1 for the salicylate complex at neutral pH.
In the present paper, the inclusion constant value for the
SU-β-CD complex was fluorimetrically calculated. The
obtained value (210±12 at pH=9.0) suggests only a mod-
erate host-guest interaction.

Serum analysis

Figure 2 shows the excitation-emission fluorescence con-
tour plots corresponding to a typical serum and to aqueous
solutions containing NX and SA at neutral pH. As can be

453

Fig.1A–C Excitation and emission spectra of A naproxen (250 ng
mL–1), B salicylic acid (250 ng mL–1) and C salicyluric acid (250 ng
mL–1). In A and B, (1) aqueous solution, (2) 0.01 M SDS micel-
lar solution (3) 0.01 M α-cyclodextrin, and (4) 0.01 M β-cyclo-
dextrin, whereas in C, (1) 0.01 M SDS micellar solution, (2) aque-
ous solution, (3) 0.01 M α-cyclodextrin and (4) 0.01 M β-cyclo-
dextrin

Fig.2 Contour plots corresponding to the fluorescence emission-
excitation matrices for: (– – –) 250 ng mL–1 aqueous salicylate, 
(– ·· –) 100 ng mL–1 aqueous naproxen and (—) a typical human
serum



observed, the overlapping of the spectra for serum and the
investigated compounds is significant and hinders their
direct fluorimetric determination. In principle, this prob-
lem can be overcome by using first-order data (fluores-
cence emission collected in the range 340–500 nm at an
excitation wavelength of 315 nm) in combination with
PLS [5]. This requires the construction of a suitable cali-
bration set (formed by 25 samples according to ref. [5]),
containing both analytes and sera from different individu-
als. However, the use of EEFMs seems to be a simpler ex-
perimental approach, as described below. In what follows,
serum results in the presence of β-CD will be discussed,
in order to allow for a final comparison with those ob-
tained in urine under the best experimental conditions.
Nevertheless, similar figures of merit are obtained in
serum in the absence of β-CD.

Examples of EEFMs for a typical serum, before and af-
ter standard addition, are provided in Fig. 3. The latter pro-
cedure was adopted because it takes into account possible
spectral variations of the analytes due to chemical interac-
tions with a matrix of the complexity of human serum.
Before applying the chemometric models for the EEFMs,
a selection of wavelength ranges appropriate for each com-
pound was made. These ranges were restricted upon suit-
able consideration of the contour plots shown in Fig. 2:
200–300 nm (excitation) and 330–370 nm (emission) for
NX, and 285–340 (excitation) and 380–440 (emission) for
SA.

Table 1 shows the nominal and predicted analyte
concentrations and the corresponding recoveries using
IRGRAM, PARAFAC, and SWATLD, applying both sin-
gle and multiple standard addition, and using two or three
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Fig.3 A Three-dimensional plot of the EEFM for a typical vali-
dation serum sample containing NX (125 ng mL–1) and SA (130 ng
mL–1). B Same as A after the standard addition of 100 ng mL–1 of
NX and SA

Table 1 Serum recovery results using second-order data

Actual Single calibration sample Multiple (3) calibration samples
values
(ng IRGRAM PARAFAC SWATLD IRGRAM PARAFAC SWATLD
mL–1)

Founda Recov- Founda Recov- Founda Recov- Founda Recov- Founda Recov- Founda Recov-
(ng mL–1) ery (%) (ng mL–1) ery (%) (ng mL–1) ery (%) (ng mL–1) ery (%) (ng mL–1) ery (%) (ng mL–1) ery (%)

NX 10 7 (1) 70 6 (1) 60 6 (1) 60 7 (1) 70 8 (1) 80 9 (1) 90
SA 130 167 (1) 128 158 (1) 122 147 (1) 113 164 (1) 126 140 (1) 108 137 (1) 105
NX 125 108 (5) 86 108 (1) 86 107 (1) 86 112 (5) 90 123 (1) 98 123 (1) 98
SA 130 126 (1) 97 129 (1) 103 132 (1) 101 129 (1) 99 135 (1) 104 132 (1) 101
NX 65 65 (3) 100 65 (1) 100 65 (1) 99 66 (2) 102 66 (1) 102 66 (1) 101
SA 20 16 (1) 80 15 (1) 77 15 (1) 74 16 (1) 80 20 (1) 101 20 (1) 102
NX 65 67 (5) 103 66 (1) 102 66 (1) 101 64 (5) 98 62 (1) 95 62 (1) 95
SA 250 296 (5) 118 269 (3) 108 221 (1) 88 304 (5) 121 282 (3) 113 236 (1) 94
NX 27 24 (3) 89 23 (1) 84 23 (1) 83 23 (3) 85 26 (1) 95 26 (1) 95
SA 54 56 (1) 103 56 (1) 104 56 (1) 104 59 (1) 110 51 (1) 94 51 (1) 95
NX 108 108 (4) 100 108 (1) 100 107 (1) 99 109 (4) 101 106 (1) 98 105 (1) 98
SA 54 57 (1) 105 57 (1) 105 56 (1) 104 58 (1) 107 59 (1) 109 58 (1) 108
NX 27 26 (4) 96 25 (1) 94 25 (1) 94 25 (4) 93 25 (1) 91 25 (1) 91
SA 217 253 (4) 117 219 (1) 101 198 (1) 91 257 (4) 118 251 (2) 115 215 (1) 99
NX 108 103 (5) 95 104 (1) 96 103 (1) 96 105 (5) 97 102 (1) 95 103 (1) 95
SA 217 236 (2) 109 234 (2) 108 211 (1) 97 234 (2) 108 238 (1) 110 217 (1) 100
NX 65 63 (3) 97 62 (1) 95 62 (1) 95 63 (4) 97 69 (1) 106 69 (1) 105
SA 130 148 (1) 114 148 (1) 114 148 (1) 114 140 (1) 108 141 (1) 108 134 (1) 103

a Standard deviation (in parenthesis) refer to random errors, and were calculated according to ref. [31]



factors depending on the specific sample (they were se-
lected by trial and error, see Appendix). An inspection of
the values quoted in Table 1 for NX using either standard
addition mode seems to indicate reasonably good figures
with all three computational methods, although multiple
addition yields better results. In all cases the standard de-
viations in the predicted concentrations are in the order of
1–5 ng mL–1, consistent with error propagation during

sample preparation. Concerning SA, an interesting trend
is detected at high concentrations: only the values pre-
dicted for this analyte by SWATLD are in agreement with
the nominal ones. A likely explanation is that this approach
is less susceptible to slight deviations from linearity. A
summary of validation statistics for both analytes is shown
in Table 2, which further demonstrates that, in general, the
procedure where several standard additions are used
shows a better analytical performance.

In order to gain further insight into the accuracy of the
methods, linear regression analysis of nominal versus found
concentration values was applied. The estimated intercept
and slope (â and b̂ respectively) were compared with their
ideal values of 0 and 1 using the elliptical joint confidence
region (EJCR) test. The boundary of the ellipse is deter-
mined by the magnitude of experimental errors and by the
degrees of confidence chosen, and is described by the fol-
lowing equation [28]:

Ndat (a − â)2 + 2(
∑

cact )(a − â)(b − b̂)

+ (
∑

cact )
2(b − b̂)2 = 2s2 Fα,2,N dat−2

(2)

where Ndat is the number of data points, cact are the actual
concentrations, s2 is the regression variance and Fα,2,Ndat-2
is the critical F value with 2 and (Ndat–2) degrees of free-
dom at a given 100×(1–α) confidence level, usually 95%.
If the point (a=0, b=1) is inside the EJCR, it can be conclud-
ed that constant and proportional bias are absent. For multi-
component mixtures, results should be studied for all ana-
lytes simultaneously in Eq.2, rather than performing indi-

455

Table 2 Validation statistical results for the simultaneous deter-
mination of NX and SA in serum by second-order data

IRGRAM PARAFAC SWATLD

Single standard addition

RMSEP R2 RMSEP R2 RMSEP R2 

(ng mL–1) (ng mL–1) (ng mL–1)

NX 7 0.974 7 0.973 7 0.970
SA 26 0.896 15 0.967 15 0.964

Multiple (3) standard additions
NX 5 0.984 3 0.994 3 0.995
SA 27 0.885 19 0.945 6 0.995
a
RMSEP (root mean square errors of prediction)=
[

1
I−1

I∑
1

(
cact − cpred

)2
]1/2

where I is the number of prediction 

samples, cact and cpred are the actual and predicted concentrations 

respectively. R2 (square correlation coefficient)= −

I∑
1

(cact −cpred)
2

I∑
1

(cact −c)2

Fig.4A–D Elliptical joint confidence
regions for the slope and intercept
corresponding to regressions of pre-
dicted vs. actual concentrations of sal-
icylate and naproxen applying the
methods (– – –) IRGRAM, (– ·· –)
PARAFAC and (—) SWATLD. 
A Multiple calibration samples using
all data. B Multiple calibration sam-
ples excluding the highest concentra-
tion values of salicylate (see text). 
C Two calibration samples using all
data. D Two calibration samples ex-
cluding the highest concentration val-
ues of salicylate. The black circles
mark the theoretical (a=0, b=1) points



vidual tests for each component [28]. Figure 4A shows the
EJCR plots for the three employed chemometric methods
when multiple additions are performed, using the 18 con-
centration values corresponding to the two analytes in 
the nine sample set. As can be seen, only the EJCR for
SWATLD results contains the theoretical (a=0, b=1) point.
If the test is carried out without considering the higher
values of SA (specifically, 217 and 250 ng mL–1) the three
ellipses contain the ideal points (Fig.4B), but that corre-
sponding to IRGRAM shows a rather large (and undesir-
able) size.

The EJCR tests corresponding to the experiments con-
ducted under single standard addition are displayed in
Figs. 4C and 4D. The observed behavior is similar to that
found for multiple additions, but all ellipse sizes are sig-
nificantly larger. The conclusion is that this procedure, al-
though more rapid and simple, is, however, less precise.

Urine analysis

First-order data

Synchronous fluorescence spectra were used for analyz-
ing urine containing NX, SA, and SU. This instrumental
technique usually provides better resolution than either
emission or excitation spectra. The first step for its suc-
cessful application is the estimation of the optimum value
of ∆λ [29], which can be done by resorting to excitation-
emission contour plots for overlapping signals. Fig.5A
shows the plot corresponding to a typical urine and Fig.
5B to aqueous solutions containing NX, SA, or SU at pH=
9.0. As can be appreciated in these figures, human urine
shows a broad fluorescence spectrum, which partially over-
laps with those of the investigated analytes. It was found
that ∆λ=105 nm provides the best differentiation (the cor-
responding straight line in Fig.5B shows the path for the
selected ∆λ). Other choices of ∆λ led to poorer results.
Figure 6 shows the resulting synchronous fluorescence
spectra for urine and the three studied analytes in the ab-
sence and in the presence of β-CD. While the urine signal
remains almost constant, the analytes fluorescence signals
are intensified by β-CD, as expected from Fig.1.

Before calibration with the PLS method, the most ap-
propriate wavelength ranges for quantitating each analyte
were selected. This was done by calculating the optimum
cross-validation variance for different wavelength win-
dows [30] and selecting those leading to a minimum vari-
ance for each analyte. According to Table 3, the optimum
ranges include the major synchronous fluorescence emis-
sion peaks observed in Fig.6. Table 3 also shows the num-
ber of factors (estimated from cross-validation) and the
calibration and validation statistics, while Table 4 shows
the recoveries obtained for the studied mixtures. It can be
concluded that the technique yields significantly better re-
sults and statistical indicators when the experiment is run
in the presence of β-CD. The EJCR test was also applied
using the 36 concentration values corresponding to the
three analytes in the 12-sample validation set. In agreement
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Fig.5A,B Contour plots of the total fluorescence spectra of: A a
typical human urine, B (—), salicylic acid (—) and salicyluric acid
(—). The straight solid line represents the synchronous path using
∆λ=105 nm. CNX=55 ng mL–1, CSA =206 ng mL–1, CSU=194 ng mL–1,
pH=9.0

Fig.6 Synchronous spectra of naproxenate (NX), salicylic acid
(SA), salicyluric acid (SU) and a typical human urine in the ab-
sence (—) and in the presence (· · · ·) of β-cyclodextrin. CNX=
110 ng mL–1, CSA=206 ng mL–1, CSU=194 ng mL–1, Cβ-CD=9.9×
10–3 M, ∆λ=105 nm, pH=9.0



with Table 4, the EJCR for the experiments in the pres-
ence of β-CD contains the theoretical (a=0, b=1) point, in
contrast with the case where the β-CD is absent.

PLS sensitivity and selectivity were also calculated.
For a proper comparison of these parameters when β-CD
is added, the same spectral range should be used for all
analytes. Table 3 shows the corresponding results, which
reveal some interesting details. The sensitivity increases
with the addition of β-CD, with the relative increase being
larger for NX and SA, as expected from the inspection of
Fig.6, which qualitatively shows that the effect of β-CD
on the fluorescence signals of NX and SA are larger than
that on SU. The selectivity, on the other hand, is not seri-
ously affected by the presence of β-CD (Table 3), which
stems from the fact that the shapes of the spectra do not
significantly change upon inclusion of the cyclodextrin.
The conclusion from Table 3 and the EJCR analysis is that
the addition of cyclodextrin not only increases the sensi-
tivity of the determination, but also produces more accu-
rate results.

Second-order data

Second-order EEFMs were also produced for the valida-
tion set of samples studied by the PLS method. A selec-
tion of the excitation and emission wavelength ranges for
each analyte was made upon suitable consideration of the
contour plots shown in Fig.5: 200–300 nm (excitation)
and 330–410 nm (emission) for NX, 275–325 nm (excita-
tion) and 360–430 nm (emission) for SA, and 300–350 nm
(excitation) and 370–460 nm (emission) for SU. Within
each of these selected regions, the number of factors to be
used by second-order methods was estimated as three, by
trial and error.

Single standard addition was first applied, employing
βCD to improve the sensitivity, with the result that
IRGRAM, PARAFAC, and SWATLD models gave compa-
rably acceptable results for NX, i.e., RMSEP=14 ng mL–1,
REP=14%, and R2=0.950. The corresponding analyses of
SA and SU rendered, in contrast to NX, discouragingly
poor recoveries. We believe this may be ascribed to a lack
of selectivity, i.e., to the fact that the fluorescence emis-
sion profiles for SA and SU are almost identical, preclud-
ing the successful decomposition of the second-order data
for these particular analytes. This can be qualitatively ap-
preciated in Fig.5B, where the projections of the contour
plots of SA and SU onto the emission axis are seen to be
very similar. From a mathematical point of view, if two
analytes are present with a common emission profile Yj,
the fluorescence cube elements in I samples are given by
(see Eq.1):

Fi jl = Yj

2∑

k=1

cik Xkl (3)

where Yj is now an analyte-independent proportional con-
stant. Eq.3 indicates that the data lose the trilinear prop-
erty, and the cube decomposition is no longer unique. In
view of the results commented above, no efforts were
made to apply multiple standard addition.

Comparison of methods

In comparing the performances of the investigated multi-
variate techniques, one may note that the best second-or-
der results for simultaneously determining NX and SA in
serum (RMSEP=3 ng mL–1 for NX and 6 ng mL–1 for SA,
obtained using SWATLD for data processing, see Table 2)
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Table 3 Calibration and validation statistical results for the simultaneous determination of NX, SA and SU in urine by synchronous flu-
orescence combined with PLSa

Calibration statistical parameters

Without β-CD With β-CD

Wavelength A RMSEC R2 SENb SELb Wavelength A RMSEC R2 SEN SEL
range (nm) (ng mL–1) range (nm) (ng mL–1)

NX 375–465 4 15 0.934 0.16 0.24 325–415 6 9 0.975 0.22 0.25
SA 385–425 5 7 0.993 0.19 0.26 355–455 6 7 0.994 0.26 0.29
SU 395–465 5 16 0.965 0.11 0.18 415–455 6 12 0.980 0.13 0.19

Validation statistical parameters

Without β-CD With β-CD

RMSEP R2 RMSEP R2

NX 21 0.882 10 0.976
SA 18 0.947 11 0.981
SU 20 0.950 15 0.972

aA=Number of factors. RMSEC (root mean square errors of calibration)= 

[
1

I−1

I∑
1

(cact − cpred)2

]1/2

where I is the number of calibration 

samples, RMSEP and R2 as in Table 2. SEN and SEL are the sensitivity and selectivity respectively.
bThese parameters were calculated in the full spectral range 325–500 nm



are as satisfactory as those furnished by PLS analysis
(RMSEP=3 ng mL–1 for both NX and SA [5]). As to the
determination of NX in urine, the corresponding second-
order result (RMSEP=14 ng mL–1) is slightly worse than
that obtained from PLS (RMSEP=10 ng mL–1), but may
be considered acceptable in view of the complexity of the
samples at hand. A cross-comparison of the results in both
biological fluids indicates that the analytical performance
is poorer in urine as compared to serum, due to the strong
spectral overlapping and increased number of interfering
components present in the former.

From the experimental point of view, the use of sec-
ond-order data is considerably simpler to implement than
the PLS calibration. There is no need for measuring spec-

tra of a large number of calibration samples, only for ob-
taining the EEFMs for the unknown sample, with and with-
out the addition of standards of known concentration. Spe-
cific software needing a minimum of MATLAB program-
ming skill is freely available on the internet. The examples
analyzed in the present paper illustrate a possible limita-
tion in the applicability of the technique, namely the occur-
rence of an adequate selectivity towards specific analytes.

The final conclusion is that (excluding the cases of
lack of trilinearity) the methods that use second-order data
are an excellent tool for the determination of compounds
in complex matrices, due to their simplicity and analytical
performance.
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Appendix

The GRAM model, as implemented in the standard addi-
tion version [12], employs two matrices: M (the J×L EEFM
of a given unknown sample) and W (the J×L EEFM of the
unknown sample to which a known concentration of stan-
dard for component k has been added). In principle, W
can be written as:

W=M+ck,addedQk (A1)

where Qk is the EEFM for analyte k at unit concentration
and ck,added is the added concentration. The first step in
GRAM is the singular value decomposition of W:

W=U S VT (A2)

In Eq. A2, only a number of significant components is used,
corresponding, in the ideal case, to the number of fluores-
cent sample constituents. In complex biological samples,
complete knowledge of the chemical components is lack-
ing, and the number of factors is usually established by
trial and error or by principal component analysis of M.

The next step is the projection of M onto the principal
components of W, yielding the following eigenvalue-ei-
genvector problem [12]:

UT MV S−1 Z=λZ (A3)

where:

Z=S VT YT+ (A4)

In Eq.A4, Y contains the fluorescence emission profiles,
T and T+ indicate transposition and pseudoinverse respec-
tively, and λ is a k×k matrix whose diagonal elements are
the individual eigenvalues λk. It can be shown that each λk

corresponds to the following ratio of concentrations:

λk = ck,M/ck,W = ck,M/(ck,M + ck,added) (A5)

where ck,M and ck,W are the concentrations of component k
in the samples whose EEFMs are M and W, respectively.
Therefore, prediction proceeds as:
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Table 4 Urine recovery results using first-order data (PLS)

Actual Without β-CD With β-CD
values
(ng mL–1) Found Recov- Found Recov-

valuesa ery valuesa ery
(ng mL–1) (%) (ng mL–1) (%)

NX 152 153 (6) 101 167 (6) 110
SA 61 54 (4) 89 63 (4) 104
SU 265 268 (7) 101 239 (9) 90
NX 123 118 (7) 96 128 (7) 104
SA 72 66 (4) 92 78.5 (4) 109
SU 239 249 (7) 105 227 (10) 95
NX 59 47 (7) 79 60.2 (7) 101
SA 174 154 (4) 89 161 (4) 93
SU 274 275 (8) 100 252 (10) 92
NX 0 –3 - –8 -
SA 261 255 (7) 98 268 (4) 103
SU 151 142 (8) 94 135 (10) 89
NX 192 140 (10) 73 172 (9) 90
SA 291 282 (8) 97 293 (7) 101
SU 184 176 (9) 96 173 (9) 94
NX 29 10 (8) 36 33 (6) 113
SA 157 146 (5) 93 171 (5) 109
SU 276 270 (7) 98 272 (10) 99
NX 183 160 (20) 87 177 (10) 97
SA 145 179 (10) 123 146 (10) 101
SU 117 73 (10) 62 141(10) 120
NX 146 200 (10) 137 159 (10) 109
SA 272 268 (8) 99 266 (5) 98
SU 149 127 (8) 85 151 (10) 101
NX 55 60 (10) 120 59 (10) 108
SA 206 187 (5) 91 218 (6) 106
SU 194 161 (6) 83 183 (9) 94
NX 100 130 (40) 130 105 (9) 105
SA 120 141 (8) 118 136 (5) 113
SU 45 34 (7) 75 41 (8) 92
NX 42 70 (10) 166 43 (7) 103
SA 96 93 (4) 97 103 (5) 107
SU 29 33 (7) 116 32 (7) 112
NX 80 89 (40) 111 82 (7) 103
SA 190 218 (8) 115 207 (4) 109
SU 60 42 (8) 70 55 (7) 91

aStandard deviations (in parenthesis) refer to random errors, and
were calculated according to ref. [32]



ck,M = λkck,added/(1 − λk) (A6)

whereas for all other components present in the unknown
sample, ck,added=0 and λk=1. Originally, GRAM was for-
mulated in terms of a single calibration sample, but can
also be adapted to accommodate multiple calibration sam-
ples [31], using the following equation: 

W(n) = M + Q(n)

k = M + c(n)

k,added Qk (A7)

where W(n) represents each of the matrices corresponding 
to the nth. addition of a standard of component k, and Q(n)

k
is the EEFM for the analyte at a concentration correspond-
ing to the nth. addition (c(n)

k,added ). Averaging over the N
standard additions leads to:

W =

N∑
n=1

W(n)

N
= M +

N∑
n=1

c(n)

k,added

N
Qk = M + c̄k,added Qk

(A8)

where c̄k,added is the mean added concentration. Equation
A8 is analogous to Eq.A1, and thus prediction proceeds in
this case as:

ck,M = λk c̄k,added/(1 − λk) (A9)

The final step is to obtain the individual excitation and
emission profiles, which assist in matching the eigenval-
ues with the correct sample components. They are avail-
able from:

X= (ck,M)−1U Z (A10)

YT = (V S−1 Z)+ (A11)

In a variant of GRAM, recently developed by Faber et. al.
[13], the matrices M and W are first linearly combined to
give an “effective” Weff matrix:

Weff=α W+(1−α)M (A12)

where α is a coefficient which can be found iteratively.
After calculating the matrix Weff starting with α=1, Eqs.
A2 and A3 are applied, with W being replaced by Weff. It
can be easily shown that the predicted concentration of
analyte k is given in this case as:

ck,M = α λk c̄k,added/(1 − λk) (A13)

Once this step is completed, a new value of α is computed
as the ratio c̄k,added / ck,M, and Eqs.A12 and A13 are suc-
cessively applied until α converges. This procedure has
been shown to improve the intrinsic prediction bias of the
original GRAM [13].

In the least-squares method known as PARAFAC, the
cube of EEFMs is fitted by minimizing the following ob-
jective function:

S(X, Y, ci ) =
I∑

i=1

∥∥Fi − Xci YT
∥∥2

F (A14)

where || · ||F represents the Frobenius matrix norm, Fi is the
excitation-emission matrix for sample i and ci is a diago-
nal matrix containing the corresponding component con-
centrations. In the single standard addition procedure, I=2,
F1=M and F2=W, whereas for multiple additions, I=N+1,

F1=M and F2...N+1=W(1...N). The number of components (a
parameter not previously known in complex samples) is
estimated as described above for GRAM.

Finally, the SWATLD algorithm alternatively minimizes
three objective functions with intrinsic relationship with
the trilinear model, and has the advantages of fast conver-
gence and insensitivity to the excess factors used in calcu-
lations [15].

In all methods, the standard deviation for the predicted
concentration s(ĉk ) was estimated according to the follow-
ing expression [31]:

s(ĉk) = s−1
k (hk + 1)1/2σ (A15)

where sk and hk are the sensitivity and unknown sample
leverage for constituent k respectively, and σ denotes the
standard deviation of the instrumental noise.
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