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Abstract

In this paper we review a multilinear generalization of the singular value decomposition
and the best rank-(R1, R2, . . . , RN) approximation of higher-order tensors. We show that
they are important tools for dimensionality reduction in higher-order signal processing. We
discuss applications in independent component analysis, simultaneous matrix diagonalization
and subspace variants of algorithms based on higher-order statistics.
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1. Introduction

Multilinear algebra is the algebra of higher-order tensors, which are the higher-
order equivalents of vectors (first-order) and matrices (second-order), i.e., quantities
of which the elements are addressed by more than two indices. Multilinear algebra
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is gaining more and more interest, largely due to its applications in higher-order
statistics (HOS) [34]. Moreover, multilinear algebra is the framework for multi-way
data analysis (going from Chemometrics [5] to DS-CDMA techniques in telecom-
munications [37]). There are also important links with non-linear (polynomial, Vol-
terra) modelling [11]. More generally, multilinear algebra is an important emerging
discipline in non-Gaussian, non-linear and non-stationary signal processing.

The first part of this paper consists of a review of two important multilinear
algebraic concepts: a multilinear generalization of the singular value decomposition
(SVD) [18] (Section 3) and the best approximation, in least squares sense, of a given
tensor by a tensor of lower column rank, row rank, etc. [19] (Section 4). We will
discuss the way they are related. We will pay special attention to their use in the
estimation of the column space, row space, etc., of a tensor contaminated by noise.
Some necessary background material is first provided in Section 2.

The goal of the second part of this paper is to show that these concepts are impor-
tant tools for dimensionality reduction in higher-order signal processing. Working
with the original, high-dimensional data may be too time-consuming or even com-
putationally infeasible. Moreover, it is known that low-dimensional estimators often
have a smaller variance than high-dimensional estimators, which may lead to more
accurate results. Important application domains are biomedical engineering, data
analysis, image processing, etc.

We will pay special attention to the problem of independent component analysis
(ICA). The necessary material on HOS is provided in Section 5; the problem itself
is discussed in Section 6. A dimensionality reduction in ICA is usually based on an
eigenvalue decomposition (EVD) of the covariance matrix of the data or, directly,
on an SVD of the data matrix. The fact that this approach is explicitly or implicitly
based on second-order statistics involves certain drawbacks, as will be clarified in
Section 6. Section 7 explains how one can proceed when the ICA solution is obtained
from HOS only. Section 8 addresses the case where both second- and higher-order
statistics are used. Many algorithms for signal processing, including ICA variants,
are nowadays based on a simultaneous diagonalization of a set of matrices. Section
9 explains how a dimensionality reduction can be realized in this context. In [2] sub-
space processing was discussed for general HOS-based signal processing. In Section
10 the results are cast in the multilinear algebraic framework of Sections 3 and 4,
which leads to some complementary insights and techniques.

The content of Section 7 has already appeared as the conference paper [15].
Before starting the actual exposition, we would like to comment on our nota-

tion. To facilitate the distinction between scalars, vectors, matrices and higher-order
tensors, the type of a given quantity will be reflected by its representation: scalars
are denoted by lower-case letters (a, b, . . .; α, β, . . .), vectors are written as capitals
(A,B, . . .) (italic shaped), matrices correspond to bold-face capitals (A,B, . . .) and
tensors are written as calligraphic letters (A,B, . . .). This notation is consistently
used for lower-order parts of a given structure. For example, the entry with row
index i and column index j in a matrix A, i.e., (A)ij , is symbolized by aij (also
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(A)i = ai and (A)i1i2···iN = ai1i2···iN ); furthermore, the ith column vector of a matrix
A is denoted as Ai , i.e., A = [A1 A2 · · ·]. To enhance the overall readability, we
have made one exception to this rule: as we frequently use the characters i, r and n
in the meaning of indices (counters), I , R andN will be reserved to denote the index
upper bounds, unless stated otherwise.

2. Basic definitions

In this section we introduce some elementary notations and definitions in multi-
linear algebra, which will be needed in the further developments.

2.1. Multiplication of a higher-order tensor by a matrix

We have the following definition.

Definition 1 (n-mode product [41]). The n-mode product of a tensor A ∈
CI1×I2×···×IN by a matrix U ∈ CJn×In , denoted by A ×n U, is an (I1 × I2 × · · · ×
In−1 × Jn × In+1 · · · × IN)-tensor of which the entries are given by

(A ×n U)i1i2···in−1jnin+1...iN
def=

∑
in

ai1i2···in−1inin+1···iN ujnin .

In this notation, the matrix product G = U · F · VT, involving matrices F ∈ RI1×I2 ,
U ∈ RJ1×I1 , V ∈ RJ2×I2 and G ∈ RJ1×J2 , is written as G = F ×1 U ×2 V. This is
meaningful: the relationship between U and F and the relationship between V (not
VT) and F are in fact completely similar: in the same way as U makes linear com-
binations of the rows of F, V makes linear combinations of the columns of F; in the
same way as the columns of F are multiplied by U, the rows of F are multiplied by
V; in the same way as the columns of U are associated with the column space of G,
the columns of V are associated with the row space of G. This typical relationship is
denoted by means of the ×n-symbol.

We have the following properties:

(A ×n U)×m V = (A ×m V)×n U = A ×n U ×m V,

(A ×n V)×n U = A ×n (U · V).

Note that in general A ×n U ×2 V /= A ×n (U · VT).

2.2. Matrix representation of a higher-order tensor

Some of the results can be conveniently expressed in matrix terms. To this end,
we must stack the elements of a higher-order tensor in a matrix. There are several
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Fig. 1. Unfolding of the (I1 × I2 × I3)-tensor A to the (I1 × I2I3)-matrix A(1), the (I2 × I3I1)-matrix
A(2) and the (I3 × I1I2)-matrix A(3) (I1 = I2 = I3 = 4).

ways to do so. One particular type of “matrix unfolding” will prove to be particularly
useful, namely, the matrix representation of a given tensor in which all its column
(row, . . . ) vectors are simply stacked one after another [41]. To avoid confusion, we
will retain one particular ordering of the column (row, . . . ) vectors; for order three,
these unfolding procedures are visualized in Fig. 1. Notice that the definitions of the
matrix unfoldings involve the tensor dimensions I1, I2, I3 in a cyclic way and that,
when dealing with an unfolding of dimensionality Ic × IaIb, we formally assume
that the index ia varies more slowly than ib. In general, we define:

Definition 2. Assume an N th-order tensor A ∈ CI1×I2×···×IN . The matrix unfold-
ing A(n) ∈ CIn×(In+1In+2···IN I1I2···In−1) contains the element ai1i2···iN at the position
with row number in and column number equal to (in+1 − 1)In+2In+3 · · · INI1
I2 · · · In−1 + (in+2 − 1)In+3In+4 · · · INI1I2 · · · In−1 + · · · + (iN − 1)I1I2 · · · In−1 +
(i1 − 1)I2I3 · · · In−1 + (i2 − 1)I3I4 · · · In−1 + · · · + in−1.

Example 1. Define a tensor A ∈ R3×2×3 by a111 = a112 = a211 = −a212 = 1,
a213 = a311 = a313 = a121 = a122 = a221 = −a222 = 2, a223 = a321 = a323 = 4,
a113 = a312 = a123 = a322 = 0. The matrix unfolding A(1) is given by:

A(1) =

1 1 0 2 2 0

1 −1 2 2 −2 4
2 0 2 4 0 4


 .
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2.3. Scalar product, orthogonality and Frobenius-norm

The scalar product 〈A,B〉 of two tensors A,B ∈ CI1×I2×···×IN is defined in

a straightforward way as 〈A,B〉 def= ∑
i1

∑
i2

· · ·∑iN
ai1i2···iN b∗

i1i2···iN . The Frobe-

nius-norm of a tensor A ∈ CI1×I2×···×IN is then defined as ‖A‖ def= √〈A,A〉. Two
tensors are called orthogonal when their scalar product is 0.

2.4. Rank properties of a higher-order tensor

There are major differences between matrices and higher-order tensors when rank
properties are concerned. A rank-1 tensor is a tensor that consists of the outer prod-
uct of a number of vectors [5,19,27]. For an N th-order tensor A and N vectors
U(1), U(2), . . . , U(N), this means that ai1i2···iN = u

(1)
i1
u
(2)
i2

· · ·u(N)iN
for all values of

the indices, which will be concisely written as A = U(1) ◦ U(2) ◦ · · · ◦ U(N). An
n-mode vector of an (I1 × I2 × · · · × IN)-tensor A is an In-dimensional vector
obtained from A by varying the index in and keeping the other indices fixed. The
n-rank of a higher-order tensor is the obvious generalization of the column (row)
rank of matrices: it equals the dimension of the vector space spanned by the n-
mode vectors. An important difference with the rank of matrices, is that the different
n-ranks of a higher-order tensor are not necessarily the same. The n-rank will be
denoted as rankn(A). A tensor of which the n-ranks are equal to Rn (1 � n � N)
is called a rank-(R1, R2, . . . , RN) tensor. Even when all the n-ranks are the same,
they can still be different from the rank of the tensor, denoted as rank(A); A having
rank R generally means that it can be decomposed in a sum of R, but not less than
R, rank-1 terms (see e.g. [31]). From the definition of n-rank and rank follows that
Rn � R for all n.

Example 2. Consider the (2 × 2 × 2)-tensor A defined by{
a111 = a112 = 1,
a221 = a222 = 2,
a211 = a121 = a212 = a122 = 0.

The 1-mode vectors are the columns of the matrix(
1 0 1 0
0 2 0 2

)
.

Because of the symmetry, the set of 2-mode vectors is the same as the set of 1-mode
vectors. The 3-mode vectors are the columns of the matrix(

1 0 0 2
1 0 0 2

)
.

Hence, we have that R1 = R2 = 2 but R3 = 1.
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The rank R = 2, because A can be decomposed as

A =
(

1
0

)
◦

(
1
0

)
◦

(
1
1

)
+

(
0
1

)
◦

(
0
1

)
◦

(
2
2

)
.

The n-rank of a given tensor can be analyzed by means of matrix techniques:

Property 1. The n-mode vectors of A are the column vectors of the matrix unfold-
ing A(n) and

rankn(A) = rank(A(n)).

3. The higher-order singular value decomposition

In [18,40,41] the following tensor decomposition was discussed.

Theorem 1 (N th-order singular value decomposition). Every complex (I1 × I2 ×
· · · × IN)-tensor A can be written as the product

A = S ×1 U(1) ×2 U(2) · · · ×N U(N), (1)

in which:

• U(n) = [
U
(n)
1 U

(n)
2 · · · U(n)In

]
is a unitary (In × In)-matrix,

• S is a complex (I1 × I2 × · · · × IN)-tensor of which the subtensors Sin=α, ob-
tained by fixing the nth index to α, have the properties of:
– all-orthogonality: two subtensors Sin=α and Sin=β are orthogonal for all pos-

sible values of n, α and β subject to α /= β:
〈Sin=α,Sin=β〉 = 0 when α /= β, (2)

– ordering:
‖Sin=1‖ � ‖Sin=2‖ � · · · � ‖Sin=In‖ � 0 (3)

for all possible values of n.

The Frobenius-norms ‖Sin=i‖, symbolized by σ (n)i , are n-mode singular values

of A and the vector U(n)i is an ith n-mode singular vector. The decomposition is
visualized for third-order tensors in Fig. 2.

Applied to a tensor A ∈ RI1×I2×I3 , Theorem 1 says that it is always possible to
find orthogonal transformations of the column, row and 3-mode space such that S =
A ×1 U(1)T ×2 U(2)T ×3 U(3)T is all-orthogonal and ordered (the new basis vectors
are the columns of U(1), U(2) and U(3)). All-orthogonality means that the different
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Fig. 2. Visualization of the HOSVD for a third-order tensor.

“horizontal matrices” of S (the first index i1 is kept fixed, whilst the two other
indices, i2 and i3, are free) are mutually orthogonal with respect to the scalar product
of matrices (i.e. the sum of the products of the corresponding entries vanishes); at
the same time, the different “frontal” matrices (i2 fixed) and the different “vertical”
matrices (i3 fixed) should be mutually orthogonal as well. The ordering constraint
imposes that the Frobenius-norm of the horizontal (frontal resp. vertical) matrices
does not increase as the index i1 (i2 resp. i3) is increased.

This decomposition is clearly a generalization of the matrix SVD. Note, w.r.t. the
condition of all-orthogonality on S, that in the matrix case the matrix of singular
values is all-orthogonal as well: due to its diagonal structure, the scalar product of
two different rows or columns also vanishes. On the other hand, one cannot define
a higher-order SVD by imposing diagonality on the core tensor S: in general, it is
impossible to reduce higher-order tensors to a diagonal form by means of unitary
transformations, because the number of degrees of freedom in such a hypothetical
decomposition is smaller than the number of entries of the tensor that has to be
decomposed.

For convenience, we will refer to the decomposition in Theorem 1 as the “higher-
order SVD” (HOSVD). This is substantiated by the many striking analogies with the
matrix SVD, established in [18]. Nevertheless, one should be aware that focusing on
different properties of the matrix SVD can lead to the definition of different (formally
less striking) multilinear SVD-generalizations. One possibility is to look for unitary
transformations that make the core tensor as diagonal as possible (in a least squares
sense) [10]. Another alternative is the decomposition of the tensor in a minimal num-
ber of rank-1 terms; this decomposition is often called the canonical decomposition
(CANDECOMP) or parallel factors decomposition (PARAFAC) [5,12]. Imposing
orthogonality constraints on these rank-1 terms may lead to yet other generalizations
[28].

The matrix of n-mode singular vectors U(n) can directly be found as the matrix
of left singular vectors of the matrix unfolding A(n). The n-mode singular values
correspond to the singular values of this matrix unfolding. The core tensor S can
then be computed by bringing the matrices of singular vectors to the left side of Eq.
(1):

S = A ×1 U(1)H ×2 U(2)H · · · ×N U(N)H . (4)
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The fact that the number of non-vanishing singular values of a given matrix equals
its (column/row) rank, carries over to the n-mode singular values and the n-rank
values of a given tensor [18]. The fact that we have N different sets of n-mode
singular values is conform the fact that we also have N different n-ranks. Like for
matrices, this link even holds in a numerical sense: the number of significant n-mode
singular values of a given tensor equals its numerical n-rank.

4. Best rank-(R1, R2, . . . , RN) approximation

In this section we consider a multilinear generalization of the best rank-R approx-
imation of a given matrix. Formally, the problem we want to solve, can be formulated
as follows:

Given an N th-order tensor A ∈ CI1×I2×···IN , find a tensor Â ∈ CI1×I2×···IN ,
with rank1(Â) = R1, rank2(Â) = R2, . . . , rankN(Â) = RN, that minimizes the
least-squares cost function

f (Â) = ‖A − Â‖2. (5)

The matrix counterpart is also known as the total least squares problem [46].
The n-rank conditions imply that Â can be decomposed as

Â = B ×1 U(1) ×2 U(2) · · · ×N U(N), (6)

in which U(1) ∈ CI1×R1 ,U(2) ∈ CI2×R2 , . . . ,U(N) ∈ CIN×RN each have orthonor-
mal columns and B ∈ CR1×R2×···×RN .

Similarly to the second-order case, where the best approximation of a given matrix
A ∈ CI1×I2 by a matrix Â = U(1) · B · U(2)H , with U(1) ∈ CI1×R and U(1) ∈ CI2×R
column-wise orthonormal, is equivalent to the maximization of

∥∥U(1)H · A · U(2)
∥∥,

we have that the minimization of f is equivalent to the maximization of

g
(
U(1),U(2), . . . ,U(N)

) = ∥∥A ×1 U(1)H ×2 U(2)H · · · ×N U(N)H
∥∥2
. (7)

The optimal core tensor follows from

B = A ×1 U(1)H ×2 U(2)H · · · ×N U(N)H. (8)

It is natural to ask whether the best rank-(R1, R2, . . . , RN) approximation of a
higher-order tensor can be obtained by truncation of the HOSVD. The situation
turns out to be quite different for tensors here [30]. By discarding the smallest n-
mode singular values, one obtains a tensor Â that is in general not the best possible
approximation under the given n-mode rank constraints (see e.g. Example 3). Never-
theless, the ordering assumption (3) implies that the “energy” of A is mainly con-
centrated in the part corresponding to low values of i1, i2, . . . , iN . Consequently, if
σ
(n)
Rn

� σ
(n)
Rn+1, Â is still to be considered as a good approximation of A. The error

is bounded as follows [18].
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Property 2. Let the HOSVD of A be given as in Theorem 1 and let the n-mode rank
of A be equal to R̃n (1 � n � N). Define a tensor Â by discarding the smallest n-
mode singular values σ (n)Rn+1, σ

(n)
Rn+2, . . . , σ

(n)

R̃n
, for given values of Rn (1 � n � N),

i.e., set the corresponding parts of S equal to zero. Then we have

‖A − Â‖2 �
R̃1∑

i1=R1+1

σ
(1)2

i1
+

R̃2∑
i2=R2+1

σ
(2)2

i2
+ · · · +

R̃N∑
iN=RN+1

σ
(N)2

iN
. (9)

(For completeness, we mention that the truncation of S may destroy its all-
orthogonality. In this sense, the components of the truncated HOSVD of A may
be different from the components of the HOSVD of Â, as opposed to the matrix
case.)

In [19,29,30,38] the following approach was followed for the computation of
the best rank-(R1, R2, . . . , RN) approximation. Imagine that the matrices U(1), . . . ,

U(n−1),U(n+1), . . . ,U(N) are fixed and that the only unknown is the column-wise
orthonormal matrix U(n). We have:

g = ∥∥Ã(n) ×n U(n)H
∥∥2
, (10)

in which

Ã
(n) def= A ×1 U(1)H · · · ×n−1 U(n−1)H ×n+1 U(n+1)H · · · ×N U(N)H. (11)

In a matrix format we have:

g = ∥∥U(n)H · Ã(n)
(n)

∥∥2
, (12)

with

Ã(n)
(n) = A(n) · (

U(n+1) ⊗ · · · ⊗ U(N) ⊗ U(1) ⊗ · · · ⊗ U(n−1)),
in which ⊗ represents the Kronecker product. Hence the columns of U(n) can be
found as an orthonormal basis for the dominant subspace of the n-mode space of

Ã
(n)

. Repeating this procedure for different mode numbers leads to an alternating
least squares (ALS) algorithm for the (local) maximization of f (Â): in each step
the estimate of one of the matrices U(1),U(2), . . . ,U(N) is optimized, while the other
matrix estimates are kept constant. This technique is a higher-order extension of the
orthogonal iteration for matrices [24].

It makes sense to initialize the higher-order orthogonal iteration with the truncated
HOSVD. The HOSVD-estimate usually belongs to the attraction region of the best
rank-(R1, R2, . . . , RN) approximation, although there is no absolute guarantee of
convergence to the global optimum [19].

Example 3. Fig. 3 visualizes the ALS algorithm for the best rank-1 approxima-
tion of a (2 × 2 × 2)-tensor. For different choices of θ0, determining initial vectors
U
(2)
0 = U

(3)
0 = (cos θ0 sin θ0)

T, we plotted, after each iteration step k, the angle θ(3)k
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Fig. 3. Visualization of the ALS algorithm for the computation of the best rank-1 approximation of a

supersymmetric tensor in R2×2×2. Abscis: the angle θ(2)
k

in U(2)
k

=
(

cos θ(2)
k

sin θ(2)
k

)T
(in radians).

Ordinate: the angle θ(3)
k

in U(3)
k

=
(

cos θ(3)
k

sin θ(3)
k

)T
(in radians). Both angles are normalized to the

interval (−�/2,+�/2]. The small circle shows the initial guess obtained by HOSVD. The global optimum
is (−0.3860,−0.3860).

in U(3)k = (cos θ(3)k sin θ(3)k )T versus the angle θ(2)k in U(2)k = (cos θ(2)k sin θ(2)k )T.
The angles were normalized to the interval (−�/2,+�/2]. The tensor A that we
consider, is real supersymmetric (invariant for arbitrary index permutations) and
defined by:{

a111 = 1.5578, a222 = 1.1226,
a112 = −2.4443, a221 = −1.0982.

We observe that the algorithm leads to unsymmetric intermediate results, not
located on the main diagonal of the figure. We also remark that there are two sta-
ble ((−0.3860,−0.3860), (0.7413, 0.7413)) and two unstable ((−1.4052,−1.4052),
(0.3347, 0.3347)) symmetric stationary points. The global optimum is (−0.3860,
−0.3860).

Example 4. In this example tensors A ∈ R10×10×10×10 are generated in the follow-
ing way:

A = Ã/‖Ã‖ + σEE/‖E‖, (13)

in which Ã is a rank-(2, 2, 2, 2) tensor:

Ã = B ×1 M(1) ×2 M(2) ×3 M(3) ×4 M(4), (14)

with B ∈ R2×2×2×2 and M(1),M(2),M(3),M(4) ∈ R10×2. All entries of B, {M(n)}
and E are drawn from a zero-mean unit-variance Gaussian distribution. The sec-
ond term in Eq. (13) is to be considered as an error (noise) term and σ−1

E is the
signal-to-noise ratio (SNR). We compute the HOSVD of A and truncate it after
the second n-mode singular values, yielding an estimate ÂH ∈ R10×10×10×10 and
matrices {U(n)

H } ∈ R10×2. We also compute the best rank-(2, 2, 2, 2) approximation
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Table 1
Norm of the HOSVD-truncate and the best rank-(2, 2, 2, 2) approximation in Example 4

SNR (dB) ‖ÂH ‖ ‖ÂB‖
20 0.9999900 0.9999901
10 1.000234 1.000247
0 1.00224 1.00357
−10 0.9476 1.0404

The variance over 100 Monte Carlo simulations has been taken into account in the number of digits that
are displayed.
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0

5

10

15

20

25

30

35

40
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gl

e

Fig. 4. Principal angles (in degrees) between the column spaces of M(1) on one hand and U(1)
H

(dashed),

U(1)
B

(solid) on the other hand, in Example 4. First principal angle: ×-marks; second principal angle:
©-marks.

of A, yielding an estimate ÂB ∈ R10×10×10×10 and matrices {U(n)
B } ∈ R10×2. (Al-

though Ã is a rank-4 tensor, we do not calculate the best rank-4 approximation
of A, because this approximation is in general not of the form (14); the reason
is that the n-mode factors of the rank-1 terms are not necessarily restricted to a
subspace of dimension 2.) In Table 1 we show ‖ÂH‖ and ‖ÂB‖ for different
SNR values, averaged over 100 Monte Carlo simulations. We see that the best rank-
(2, 2, 2, 2) approximation is indeed able to explain more of the “energy” of A than
the HOSVD-truncate, as put forward in Eq. (7).

In Fig. 4 we plot the average principal angles [13,44,45] between the column
space of M(1) on one hand and U(1)

H , U(1)
B on the other hand. We observe that the best

rank-(2, 2, 2, 2) approximation is more robust. The reason is that, in the computation
of U(1)

H by means of the SVD of A(1), the structure in the row space of A(1) is not
taken into account. In the absence of noise we have

A(1) = M(1) · B(1) · (
M(2) ⊗ M(3) ⊗ M(4))T

. (15)
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However, in the best rank-(2, 2, 2, 2) approximation we explicitly look for a tensor
that has the same structure: Eq. (15) is a matrix formulation of the structure imposed
by Eq. (6) for the dimensionalities in this example.

5. Higher-order statistics

From here on, we assume that the data are real-valued. The generalization to
complex data is straightforward but more cumbersome from a notational point of
view.

The basic HOS are higher-order moments and cumulants. For random vectors
these quantities are higher-order tensors. We have the following definitions.

Definition 3 (Moment). The N th-order moment of a real stochastic vector X is
defined by

M
(N)
X

def= E{X ◦X ◦ · · · ◦X}, (16)

in which the expectation over the N th-order outer product is performed in a compo-
nent-wise manner.

The first-order moment is the mean of the stochastic vector. The second-order
moment is the correlation matrix.

Definition 4 (Cumulant). For a real zero-mean stochastic vector X the cumulants up
to order 4 are given by:

(CX)i = Cum(xi)
def= E{xi}, (17)

(CX)i1i2 = Cum(xi1 , xi2)
def= E{xi1xi2}, (18)(

C
(3)
X

)
i1i2i3

= Cum(xi1 , xi2 , xi3)
def= E{xi1xi2xi3}, (19)(

C
(4)
X

)
i1i2i3i4

= Cum(xi1 , xi2 , xi3 , xi4)
def= E{xi1xi2xi3xi4}

−E{xi1xi2}E{xi3xi4}
−E{xi1xi3}E{xi2xi4}
−E{xi1xi4}E{xi2xi3}. (20)

For every component xi ofX that has a non-zero mean, xi has to be replaced in these
formulas, except Eq. (17), by xi − E{xi}.

The first-order cumulant is also equal to the mean of the stochastic vector. The
second-order cumulant is the covariance matrix. The definition for arbitrary cumu-
lant orders is complicated; it can be found in [20,33,34].
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Some crucial properties are [33,34]:

1. Multilinearity: If a real stochastic vector X is transformed into a stochastic vector
X̃ by a matrix multiplication X̃ = A ·X, with A ∈ RJ×I , then we have:

MX̃
N = MX

N ×1 A ×2 A · · · ×N A, (21)

CX̃N = CXN ×1 A ×2 A · · · ×N A. (22)

2. Even distribution: If a real random variable x has an even probability density
function px(x), i.e., px(x) is symmetric about the origin, then the odd moments
and cumulants of x vanish.

3. Partitioning of independent variables: If in a set of I stochastic variables x1,

x2, . . . , xI a subset is independent of the other variables, then we have:

Cum(x1, x2, . . . , xI ) = 0. (23)

This property does not hold in general for moments. A consequence of the prop-
erty is that a higher-order cumulant of a stochastic vector having mutually inde-
pendent components, is a diagonal tensor, i.e., only the entries of which all the
indices are equal can be different from zero. This very strong algebraic condition
is the basis of all algebraic ICA techniques.

4. Sum of independent variables: If the random variables x1, x2, . . . , xI are mutually
independent from the variables y1, y2, . . . , yI , then we have:

Cum(x1 + y1, x2 + y2, . . . , xk + yk)

= Cum(x1, x2, . . . , xk)+ Cum(y1, y2, . . . , yk). (24)

This property does not hold for moments either; as a matter of fact, it explains the
term “cumulant”.

5. Non-Gaussianity: If Y is a Gaussian variable with the same mean and variance as
a given stochastic variable X, then the following relation holds for N � 3:

CXN = MX
N − MY

N . (25)

Higher-order cumulants of a Gaussian variable are 0.

The last three properties make that higher-order cumulants are used more fre-
quently than higher-order moments.

Generally speaking, it becomes harder to estimate HOS from sample data as the
order increases, i.e., longer datasets are required to obtain the same accuracy. Hence
in practice the use of HOS is usually restricted to third- and fourth-order cumulants.
For symmetric distributions fourth-order cumulants are used (cf. property 2).
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6. Independent component analysis

Consider the following basic statistical model:

Y = MX + E, (26)

in which Y ∈ RI is referred to as the observation vector,X ∈ RR is called the source
vector and E ∈ RI represents additive noise. M ∈ RI×R is called the mixing matrix;
we assume that its columns are linearly independent. The goal of ICA consists of the
estimation of the mixing matrix and/or the corresponding realizations of the source
vector X, given only realizations of the observation vector Y . The key assumption is
that the components of X are mutually statistically independent, as well as statisti-
cally independent from the noise components. This is a very strong hypothesis, but
also quite natural in lots of applications. It means that the aim can often be rephrased
as splitting the dataset into components “of a different nature”, which contributed to
the data in a linear way. Application areas include image processing, speech process-
ing, telecommunications, biomedical problems, astrophysics, seismology, chemistry,
data analysis, etc. [1,26]. The ICA-problem is also addressed in the literature under
the labels blind source separation (BSS), signal copy, waveform preserving estima-
tion, etc. However the precise assumptions on which the solution strategies are based,
may sometimes differ from paper to paper.

ICA is subject to two basic indeterminacies. First, it is impossible to determine
the norm of the columns of M in Eq. (26), since a rescaling of these vectors can
be compensated by the inverse scaling of the source signal values. Similarly, the
ordering of the source signals, having no physical meaning, cannot be identified. For
non-Gaussian sources, these indeterminacies are the only way in which the factoriza-
tion MX is not unique [10,39]. To guarantee uniqueness, we make in this paper the
slightly stronger assumption that the source cumulants of a certain order are different
from zero (cf. property 5 in Section 5).

The ICA-assumptions do not allow to distinguish between the signal and the noise
term in Eq. (26). Hence the source signals will be estimated as X̂, by a simple matrix
multiplication:

X̂ = WTY. (27)

As an example, WT can take the form of the pseudo-inverse M̂†, in which M̂ is an
estimate of the mixing matrix (this choice of WT minimizes the interference to signal
ratio (ISR)). More generally various beamforming strategies [47] can be applied (e.g.
minimizing the interference-plus-noise to signal ratio (INSR)).

Using the properties listed in Section 5 we obtain:

CY = CX ×1 M ×2 M + CE (28)

C
(N)
Y = C

(N)
X ×1 M ×2 M · · · ×N M + C

(N)
E (29)

in which CX and C
(N)
X are diagonal, and in which C

(N)
E vanishes if the noise is

Gaussian.
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Different types of ICA-algorithms can be distinguished, depending on how Eqs.
(28) and (29) are combined. In most algorithms as much information as possible is
extracted from (28), and the remaining degrees of freedom are fixed by resorting to
(29). These algorithms are called prewhitening-based.

The prewhitening step amounts to a principal component analysis (PCA) of the
observations. Briefly, the goal is to transform the observation vector Y into another
stochastic vector, Z, having unit covariance. This involves the multiplication of Y
with the pseudo-inverse of a square root of its covariance matrix CY . When R < I ,
a projection of Y onto the signal subspace is carried out.

Let us explain this in some more detail. Assuming that the source signals have
unit variance (without loss of generality, as we may appropriately rescale the mixing
vectors as well), we have:

CY = M · MT, (30)
in which we have neglected the noise term at this point for clarity. A first observation
is that the number of sources can be deduced from the rank of CY . Substitution
of the SVD of the mixing matrix M = USVT shows that the EVD of the observed
covariance allows to estimate the components U and S whilst the factor V remains
unknown:

CY = U · S2 · UT = (US) · (US)T. (31)

The effect of the additive noise term E can be neutralized by replacing CY by
the noise-free covariance CY − CE , if the noise covariance CE is known or can be
estimated. If this is not possible, CE should be considered as a perturbation of Eq.
(30). In the case of spatially white noise, CE takes the form of σ 2

EI, in which σ 2
E is

the variance of the noise on each data channel. In a more-sensors-than-sources setup,
σ 2
E can be estimated as the mean of the “noise-eigenvalues”, i.e., the smallest I − R

eigenvalues, of CY . The number of sources is estimated as the number of significant
eigenvalues of CY ; for a detailed procedure, we refer to [48].

Assuming that the noise is Gaussian, the unknown matrix V can now be obtained
from

C
(N)
Z = C

(N)
X ×1 VT ×2 VT · · · ×N VT, (32)

in which the standardized random vector Z ∈ RR is defined by Z
def= S† · UT · Y .

Due to the multilinearity property the cumulants of Z and Y are related as follows:

C
(N)
Z = C

(N)
Y ×1 (US)† ×2 (US)† · · · ×N (US)†. (33)

The fact that C(N)X is theoretically diagonal can be exploited in several ways. Exam-
ples of specific algebraic prewhitening-based ICA-methods are [7,10,21]. A more
general reference is [26].

In this paper we focus on the dimensionality reduction when I � R, i.e., when
there are many more observation channels than (significant) sources. Applications
can be found in electro-encephalography (EEG), magneto-encephalography (MEG),
nuclear magnetic resonance (NMR), hyper-spectral image processing, data analysis,
etc.
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In contrast to C
(N)
Y , C(N)Z is a low-dimensional (R × R × · · · × R) tensor. This is

important, because the multilinear algebraic techniques that are used to estimate V
from Eq. (32) are generally much more computationally demanding than classical
matrix techniques.

A drawback of the prewhitening-based approach is that errors introduced in the
prewhitening step (due to the presence of (coloured) noise, limited sample size, etc.)
cannot be compensated in the higher-order step. Prewhitening errors induce a bound
on the overall performance, as explained in [8,17,23].

7. Higher-order-only ICA

In the previous section, we explained that in prewhitening-based ICA the PCA-
step has a three-fold goal: (a) reduction of the parameter set of unknowns to the
manifold of orthogonal matrices, (b) standardization of the unknown source signals
to mutually uncorrelated unit-variance signals, and (c) determination of the number
of sources. This scheme has the disadvantage that it is affected by additive (coloured)
Gaussian noise.

However, it is possible to identify the mixing matrix by using only the higher-
order cumulant tensor––Eq. (28) is not strictly necessary to find the solution. For
algebraic techniques, we refer to [6,11,14]. Such higher-order-only methods have
the interesting feature that they allow to boost signal-to-noise ratios when the noise
is Gaussian. Although there is no prewhitening stage, one may still want to reduce
the dimensionality of the higher-order cumulant in the more-sensors-than-sources
case, as this may significantly reduce the computational load of the actual algorithm;
on the other hand, the estimation of the higher-order cumulant itself may form an
important part of the global load that cannot be avoided. In this section we will
investigate how the dimensionality reduction can be achieved.

Due to the diagonality of C(N)X , Eq. (29) can up to the noise term be rewritten as

C
(N)
Y =

R∑
r=1

κXr Mr ◦Mr ◦ · · · ◦Mr, (34)

in which κXr represents the marginal N th-order cumulant of the rth source. Eq. (34)
is a decomposition of C(N)Y in a minimal number of rank-1 terms, as the columns
of M are assumed to be linearly independent. It can even be proved that, under the
conditions specified in Section 6 (including R � I ), the decomposition is unique up
to some trivial indeterminacies [22,32]. As a consequence, the aim of higher-order-
only ICA can be formulated as the computation of a rank-revealing decomposition
of C(N)Y , taking into account that the sample cumulant equivalent of Eq. (34) may
be perturbated by non-Gaussian noise components, finite datalength effects, model
misfit, etc.
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Every tensor that satisfies Eq. (34) is by definition a rank-R tensor. However,
according to the definition of n-rank, such a tensor is also rank-(R,R, . . . , R). The
reason is that every n-mode vector can be written as a linear combination of the
R vectors {Mr }, i.e., the n-mode vector space is R-dimensional. So, to deal with

the situation in which I > R, we can first project the sample cumulant Ĉ
(N)

Y on
the manifold of rank-(R,R, . . . , R) tensors, using the techniques explained in Sec-
tions 3 and 4. In a subsequent step, we can address the harder problem of the fur-
ther projection on the submanifold of rank-R tensors and the actual computation
of decomposition (34). The latter problem can then be solved in a lower-dimen-
sional space. Note that in the second-order case both projections coincide, as n-rank
and rank are necessarily the same. Hence, this kind of preprocessing is only possi-
ble because we work in a tensor framework, instead of in a classical vector/matrix
framework.

Example 5. Let us consider the following numerical experiment. Data are generated
according to the following model:

Y = M1X + M2σEE,

in which the entries ofX ∈ R4 are drawn from a binary distribution with equal prob-
abilities for +1 and −1, and in which E ∈ R12 is zero-mean unit-variance Gaussian
noise. M1 ∈ R12×4 and M2 ∈ R12×12 are random matrices of which the columns
have been normalized to unit length. The data length is 500. A Monte Carlo exper-
iment consisting of 500 runs is carried out for different values of the noise variance
σ 2
E .

In each run, the matrix M1 is estimated from the fourth-order cumulant of Y
by first reducing the dimensionality of the problem from 12 to 4, and subsequently
matching both sides of Eq. (34) in the least-squares sense by means of the technique
described in [5]. This algorithm was initialized with the starting value proposed in
[32] and with 9 randomly chosen starting values. The best result was retained. The
dimensionality reduction was achieved (1) by means of a simple HOSVD truncation
and (2) by calculating the best rank-(4, 4, 4, 4) approximation in the way described
in Section 4.

Let the estimate of M1 be represented by M̂1 and let the columns of M̂1 be nor-
malized to unit length and optimally ordered. Then our error measure is defined as
the mean of the squared off-diagonal entries of M̂†

1 · M1; this error measure can be
interpreted as an approximate average ISR.

Only the results for which the ISR is smaller than 0.04 are retained; the other
results are considered as failures. A failure means that 10 initializations were not
enough or that the estimate of the low-dimensional cumulant was simply too bad to
get sufficiently accurate results.

The results are listed in Table 2. One can see that calculating the best rank-
(4, 4, 4, 4) approximation is more reliable than simple truncation of the HOSVD.
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Table 2
Mean m and variance σ 2 of the ISR, and number of successful runs s in Example 5

σ 2
E

(dB) HOSVD truncation Best approximation

mH σ 2
H

sH mB σ 2
B

sB

−8 0.0041 7.6e−6 499 0.0039 5.7e−6 499
−7 0.0047 8.9e−6 495 0.0045 8.2e−6 495
−6 0.0066 2.1e−5 481 0.0059 1.6e−5 481
−5 0.0098 5.0e−5 424 0.0083 3.4e−5 440
−4 0.0138 6.5e−5 285 0.0114 5.7e−5 331

8. ICA based on soft whitening

In the prewhitening-based procedure, one computes more than half of the para-
meters in the SVD of M from the matrix decomposition (30), which is exactly
satisfied. The tensor decomposition (29), which involves many more constraints,
as can be verified by counting the degrees of freedom, serves to estimate the fac-
tor V; these constraints are only approximately satisfied. Contrarily, in the higher-
order-only scheme Eq. (30) is not used at all. It is intuitively clear that, instead, it
is preferable to deal with decompositions (28) and (29) in a more balanced way.
We call this principle “soft whitening”. The idea was first proposed and tested in
[49]. In this section we will discuss dimensionality reduction in the context of soft
whitening.

The problem can now be formulated as the determination of a matrix M ∈ RI×R
that minimizes the cost function

f̃ (M)= w2
1‖ĈY − ĈX ×1 M ×2 M‖2

+w2
2

∥∥Ĉ(N)Y − Ĉ
(N)

X ×1 M ×2 M · · · ×N M
∥∥2
, (35)

in which ĈX ∈ RR×R is an unknown diagonal matrix and Ĉ
(N)

X ∈ RR×R×···×R an

unknown diagonal tensor, and in which ĈY and Ĉ
(N)

Y are the sample estimates of the
covariance matrix and the cumulant tensor of the signal part of Y (a noise compen-
sation, as described for PCA earlier, may have been carried out first). w1 and w2 are
positive parameters that have to be tuned. A big ratio w1/w2 reflects that one has

much confidence in the estimate ĈY and little confidence in the estimate Ĉ
(N)

Y (e.g.

short dataset, low noise level); the opposite reflects that one considers Ĉ
(N)

Y as more
reliable than ĈY (e.g. unknown coloured Gaussian noise).

Both the column space of w1ĈY and the 1-mode vector space of w2Ĉ
(N)

Y are
theoretically equal to the column space of M. Hence, in comparison with Section 7,
it is natural to replace the computation of the subspace of the dominant left singular
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vectors of the matrix unfolding
(
Ĉ(N)
Y

)
(1) (in the truncation of the HOSVD of Ĉ

(N)

Y )
by the computation of the subspace of the dominant left singular vectors of the matrix[
w1ĈY w2

(
Ĉ(N)
Y

)
(1)

]
.

The ALS approach in Section 4 can easily be modified as follows. In iteration step
k we compute now a column-wise orthonormal matrix X(k) of which the column
space is equal to the space generated by the dominant left singular vectors of the
matrix containing all the columns of w1ĈYX(k−1) and all the 1-mode vectors of

w2Ĉ
(N)

Y ×2 X(k−1)T ×3 X(k−2)T · · · ×N X(k−N+1)T .

9. Dimensionality reduction for simultaneous matrix diagonalization

Simultaneous diagonalization of a set of matrices has become an important sig-
nal processing tool in the last decade. For instance, many variants of ICA and BSS
are based on diagonalization by means of a simultaneous congruence transforma-
tion [3,4,7,35]. Given a set of matrices A1, . . . ,AK ∈ RI×I , the aim is to find a
non-singular matrix M ∈ RI×R such that, in theory,

A1 =M · D1 · MT

...

AK=M · DK · MT, (36)

with D1, . . . ,DK ∈ RR×R diagonal. In the presence of noise, the difference between
the left- and right-hand side of Eqs. (36) has to be minimized. Examples are the
JADE algorithm for the separation of non-Gaussian sources [7], the SOBI algorithm
for the separation of sources that are mutually uncorrelated but individually exhibit
some correlation in time [3], the algorithm proposed in [35] for the separation of
non-stationary sources subject to a constant mixing, etc. In JADE, one of the given
matrices is the observed covariance matrix; the corresponding diagonal matrix is
the covariance of the sources and the other given matrices are matrix “slices” of the
higher-order cumulant of the observations. In SOBI, the matrices {Ak} and the matri-
ces {Dk} are the covariance matrices for different time lags, of the observations and
the sources, respectively. In [35] they correspond to covariance matrices measured at
different time instances.

The original algorithms to solve (36) are prewhitening-based. In the prewhitening
step, one picks a positive (semi-)definite matrix from {Ak}, say A1, and computes
its EVD. In the same way as explained in Section 6, this allows to reduce the other
equations to a simultaneous unitary diagonalization in a possibly lower-dimensional
space. The latter problem can be solved by means of the techniques developed in
[3,7,9].
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On the other hand, one can also follow the soft whitening approach and solve
the different equations in (36) simultaneously, instead of sequentially. In this section
we will explain how a dimensionality reduction can be realized here, when R < I .
For the matrix diagonalization in the lower-dimensional space, one can resort to the
techniques developed in [16,25,36,42,43,49].

To see the link with the preceding discussion, let us stack the matrices A1, . . . ,AK

in Eq. (36) in a tensor A ∈ CI×I×K . Define a matrix D ∈ CK×R as follows:

D =



diag(D1)
...

diag(DK)


 , (37)

in which diag(·) is the operator that extracts the diagonal from its argument and puts
it in a row. Then we have that

A =
R∑
r=1

Mr ◦Mr ◦Dr. (38)

Let the rank of D be equal to R3. Eq. (38) is a decomposition of A in a mini-
mal sum of rank-1 terms (if no columns of D are collinear [31]); this problem and
the simultaneous diagonalization problem are equivalent. Hence, we can proceed in
the same way as in Section 7. The dimensionality reduction can be realized by a
rank-(R,R,R3) reduction of A; the remaining problem is the decomposition of an
(R × R × R3)-tensor in rank-1 terms.

10. Subspace variants of HOS-based algorithms

In [2] subspace processing is presented as a means to reduce the computational
burden of estimating and/or processing HOS and as a way to decrease their vari-
ance. Instead of working with the original random variables, one manipulates their
projections on some subspace. The application domain is wider than just ICA; the
paper contains an example of an application in system identification. By way of
illustration, we briefly describe this application. The goal is the estimation of the
impulse response of a linear system of which the input and output are contaminated
by additive Gaussian noise. The presence of Gaussian noise introduces a bias into
solutions based on second-order statistics; instead, the solution is obtained from HOS
of the input and cross-HOS of input and output. The vectorX below contains a frame
of subsequent input values. For many signals it is reasonable to assume that X is
restricted to a certain subspace. In some cases one has enough prior knowledge on
the input signal to determine this subspace in advance. For more details we refer to
[2].

We will first briefly explain the general idea in tensor terms and then present
some modifications and further results. Our explanation is in terms of cumulants;
other HOS can be treated in the same way.
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Let X be an I -dimensional random vector and Z its projection in an R-dimen-
sional subspace, spanned by the columns of a column-wise orthonormal (I × R)

matrix U:

Z = UT ·X. (39)

Due to the multilinearity property, the cumulants of X and Z are related by

C
(N)
Z = C

(N)
X ×1 UT ×2 UT · · · ×N UT. (40)

Processing C
(N)
Z instead of C(N)X may lead to a tremendous reduction in compu-

tational complexity. The ratio of their number of entries is
(
R
I

)N . If R
I

= 0.1 and
N = 4, then the subspace approach offers a factor of 10,000 fewer statistics.

Let us now project Z back into the full I -dimensional space:

Y
def= U · Z = U · UT ·X def= P ·X, (41)

in which P is a projection matrix. Due to the multilinearity property, we have

C
(N)
Y = C

(N)
Z ×1 U ×2 U · · · ×N U, (42)

= C
(N)
X ×1 P ×2 P · · · ×N P. (43)

By definition, C(N)Y is at most rank-(R,R, . . . , R).

Let Ĉ
(N)

X be a sample estimate of C(N)X . Working with Z instead of X, amounts to

replacing Ĉ
(N)

X by the rank-(R,R, . . . , R) estimator

Ĉ
(N)

Y
def= Ĉ

(N)

X ×1 P ×2 P · · · ×N P. (44)

In [2] it is proved that the mean squared error (MSE) of this estimator is equal to the
sum of a bias and a variance term:∥∥C(N)X − Ĉ

(N)

Y

∥∥2 = bias2(Ĉ(N)Y

) + var
(
Ĉ
(N)

Y

)
, (45)

with

bias2(Ĉ(N)Y

) = ∥∥C(N)X − C
(N)
Y

∥∥2
, (46)

var
(
Ĉ
(N)

Y

) = ∥∥C(N)Y − Ĉ
(N)

Y

∥∥2

= ∥∥(
C
(N)
X − Ĉ

(N)

X

) ×1 P ×2 P · · · ×N P
∥∥2
. (47)

It is shown in [2] that, for low SNR, the ratio var
(
Ĉ
(N)

Y

)
/var

(
Ĉ
(N)

X

)
is of the order

of magnitude of
(
R
I

)N . Hence, subspace processing may not only reduce the number
of statistics that have to be estimated (if U is known beforehand) and processed, but
also decrease the variance of the estimator. An intuitive explanation is that, if the

entries of C(N)X − Ĉ
(N)

X are of the same order of magnitude, the projection will lead
to a rank-(R,R, . . . , R) tensor of which the squared Frobenius-norm is roughly pro-
portional to the number of entries. (The same observation can be made for matrices.)
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The price that has to be paid, is a possible increase of the bias (46). However,
globally, the MSE of the rank-(R,R, . . . , R) estimator can be significantly smaller
than that of the full rank-(I, I, . . . , I ) estimator.

In some applications one has prior knowledge of the true cumulant C(N)X . In [2] it
is proposed to keep the bias low in such cases by choosing the columns of U equal
to the dominant left singular vectors of the matrix unfolding

(
C(N)
X

)
(1). This corre-

sponds in fact to a truncation of the HOSVD of
(
C(N)
X

)
(1). As we have seen earlier,

this approach is suboptimal. The error is only bounded as in Eq. (9). Instead min-
imization of (46) corresponds to the determination of the best rank-(R,R, . . . , R)
approximation of C(N)X , as discussed in Section 4.

Moreover, even when C
(N)
X is not known, it can make sense to do a dimension-

ality reduction. In this case, one has to compute the estimate Ĉ
(N)

X (there is no
computational gain here), and then determine its rank-(R,R, . . . , R) approximation.
Appropriate values of R can be chosen by inspection of the 1-mode singular value
spectrum. The gain is a reduction of the variance and the fact that the actual signal-
processing algorithm is based on the manipulation of a smaller number of statistics.

The results presented in this section should be seen in the right perspective. In [2]
it is shown that the cumulant estimator (for different values of R) that has the small-
est MSE, does not necessarily yield the smallest MSE for the output of a specific
signal processing algorithm. This depends on the way the HOS are processed by the
algorithm. In this context, the techniques discussed in this paper can be seen as tools
that can help to improve the performance.

11. Conclusion

Due to their multi-way character the number of data in higher-order signal pro-
cessing can quickly become very high. Together with the fact that multilinear alge-
braic techniques are generally more expensive than conventional matrix techniques,
this may lead to an unacceptable computational load. However, important compu-
tational savings may result from performing a dimensionality reduction in a pre-
processing step. This may for instance be relevant for ICA when it involves a high
number of sensors and a low number of sources, which is common in several appli-
cations. Moreover, due to a lower variance low-dimensional estimators are often
more accurate than high-dimensional estimators. The HOSVD and the best rank-
(R1, R2, . . . , RN) approximation of higher-order tensors are important tools for real-
izing the dimensionality reduction.
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