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Factor analysis was used to resolve the spectral com- 
ponents in the near-uv absorption spectrum of plastocy- 
anin. The data set was absorption as a function of four 
variables: wavelength, species of plastocyanin, oxida- 
tion state of the copper center, and environmental pH. 
The data were fit with the traditional bilinear model, as 
well as with trilinear and quadrilinear models. Trilin- 
ear and quadrilinear models have the advantage that 
they uniquely define the components, avoiding the inde- 
terminacy of bilinear models. Bilinear analysis using 
the absorption spectra of tyrosine and copper metallo- 
thionein as targets resulted in a two-component solu- 
tion which was nearly identical to that obtained using 
trilinear and quadrilinear models, for which no targets 
are required. The two-component models separate the 
absorption into tyrosine and copper center components. 
The absorption of tyrosine is found to be pH dependent 
in reduced plastocyanin, and the absorption magnitude 
of the reduced copper center is the same in the four 
different plastocyanin species. Further resolution is 
provided by a three-component quadrilinear model. 
The results indicate that there are at least two different 
electronic transitions which cause the absorption of the 
reduced copper center and that one of them couples to 
a tyrosine residue. It is the absorption of this coupled 
tyrosine residue which is pH dependent. Correlation of 
the results with previous studies indicates that it is Tyr 
83 which is the perturbed residue. The separation of the 
absorption of the copper center and Tyr 83 provides 
spectroscopic probes for the conformations of the north 
pole and east face reaction sites on the plastocyanin 
protein. B 1990 Academic Press, Inc. 
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Plastocyanin (PC)4 is a protein located in the thyla- 
koid lumen of plant chloroplasts, where it mediates elec- 
tron transport between cytochrome f and Photosystem I 
(1,2). PC contains a single copper atom, located near the 
surface of the protein, which participates in the electron 
transport reactions (3). The crystal structure of poplar 
PC has been determined by X-ray analysis (4-6). The 
conformation of the copper center is affected by the re- 
duction of the copper atom, and the conformation of the 
reduced copper center is affected by a change in environ- 
mental pH. In contrast, the conformation of the protein 
portion of the molecule is not substantially affected by 
the changes in oxidation state and pH. However, the X- 
ray results do not rule out the possibility that other lo- 
calized areas of the protein undergo small conforma- 
tional changes in response to the large change in pH of 
the thylakoid lumen under different levels of illumina- 
tion. Changes of this sort may influence the electron 
transporting activity of PC in. uiuo. 

Two sites on the PC molecule have been identified for 
the binding of electron transporting reactants: These are 
where the copper center is exposed to the surface of the 
molecule (designated the north pole) and a conserved 
patch of carboxyl residues surrounding Tyr 83 (desig- 
nated the east face) (4, 6). The reduced copper center 
and Tyr 83 chromophores are ideally located to be in- 
trinsic spectroscopic probes of the local conformations 
of these two reactant binding sites. Thus, it is very desir- 
able to be able to resolve the absorption of these chromo- 
phores in the near-uv absorption spectrum of PC. 

Dr. Gross’ group has been using near-uv (250-320 nm) 
absorption and circular dichroic spectroscopy to investi- 
gate the effects of pH and oxidation state on the confor- 
mations of different plant species of PC in solution (7- 
9). These studies have shown that the absorption of PC 

4 Abbreviations used: MT, metallothionein; PC, plastocyanin; 
RMS, root-mean-square; SVD, singular value decomposition. 
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increases throughout the near-uv region of the spectrum 
upon reduction of the protein. This increase in absorp- 
tion is pH dependent, being greater at pH 7.0 than at 
pH 5.0. The difference spectrum for the pH-dependent 
change resembles the spectrum of a tyrosine residue, but 
its magnitude is greater than that expected for an envi- 
ronmentally induced change in tyrosine extinction (9). 
The absorption change has a cooperative pH titration 
curve with a value of n = 2 (9). 

The chromophores in the PC molecule which absorb 
in the near-uv region include the tyrosine residues (265- 
290 nm), the phenylalanine residues (250-265 nm), and 
the copper center in the reduced oxidation state (10). 
There are no tryptophan residues in higher plant PCs (1, 
6). The absorption of tyrosine and phenylalanine amino 
acid residues in proteins is well characterized (11). In 
contrast, neither the band shape nor the types of elec- 
tronic transitions responsible for the absorption of the 
reduced copper center are known (possibilities include 
Cu(1) - ligand charge transfer transitions and Cu(1) 
3d + 4s Rydberg transitions) (10). 

In this paper we demonstrate the use of bilinear, tri- 
linear, and quadrilinear factor analysis to separate the 
components in the near-uv absorption spectrum of PC. 
The data are the absorption of PC as a function of four 
variables: wavelength, plant species, oxidation state, and 
environmental pH. Bilinear factor analysis is a tradi- 
tional method for determining the independent compo- 
nents in a data set. There are many examples of bilinear 
factor analysis of spectroscopic measurements in the 
chemistry literature (12, 13), but only a few pertaining 
to the absorption of proteins (14-16). 

A disadvantage of a bilinear model is that it does not 
uniquely define the responses of the components to the 
independent variables. This well-known problem is re- 
ferred to as the “fundamental indeterminacy” or “rota- 
tion problem” (17). In the applications to protein ab- 
sorption cited above, the components are determined by 
assuming a particular form for the response of the com- 
ponents to one of the independent variables. The ability 
to identify the components with bilinear factor analysis 
is dependent on the particular application, and by how 
much is previously known about the components. We 
present the bilinear factor analysis of the absorption 
spectra of PC partly to demonstrate the uncertainty in 
determining the components. 

Unlike the bilinear model, the trilinear and quadrilin- 
ear models uniquely define the responses of the compo- 
nents to noninteracting independent variables. These 
models are said to have the “intrinsic axis property” 
(17). Therefore, trilinear and quadrilinear factor analy- 
ses provide a self-contained prediction for the compo- 
nents. Trilinear and quadrilinear factor analyses are ap- 
plicable to any system where the response variable is a 
linear function of each of three or four noninteracting 
independent variables. Part of the goal of this paper is 

to determine whether the plant species, oxidation state, 
and environmental pH variables are noninteracting and 
thus suitable for trilinear and quadrilinear analysis. 

The use of trilinear and quadrilinear models in factor 
analysis is still new (l&19), especially for the analysis of 
spectroscopic data. There are a few examples of trilinear 
factor analysis of fluorescence measurements (20-22). 
To our knowledge, this is the first published application 
of trilinear and quadrilinear factor analysis of absorp- 
tion spectroscopy. Due to the novelty of this approach, 
we are presenting the derivation of the different models 
as they apply to absorption measurements. In addition, 
a brief description of the algorithms developed by Dr. 
Ross’ group for bilinear, trilinear, and quadrilinear fac- 
tor analysis is provided. 

THEORY 

The absorption of light is commonly modeled as a bi- 
linear product of two independent variables: the extinc- 
tion coefficient and the concentration of a chromophore. 
For a sample with F different chromophores, Beer’s law 
can be expressed as 

F 

a, = D C tifcf, [II 
f=l 

where ai is the absorption of the sample at wavelength i, 
tif is the extinction coefficient of the f chromophore at 
wavelength i, cf is the concentration of the f chromo- 
phore, and D is the pathlength of the light beam through 
the sample. The pathlength D will be omitted from sub- 
sequent equations. 

In a protein the extinction coefficients and spectral 
forms of the chromophores may be affected by interac- 
tions with their local environments. In turn, these inter- 
actions may be affected by conformational changes of 
the protein, or by the direct influence of changes in the 
chemical condition of the protein and/or the surround- 
ing solvent. In the models discussed in this paper, a chro- 
mophore with multiple spectral forms is treated as if it 
consisted of multiple chromophores with concentrations 
dependent on the chemical conditions. If the effects of 
different chemical-condition variables do not interact, 
then the chromophore concentrations can be separated 
into the product of terms representing the effects of each 
chemical-condition variable (i.e., a separation of vari- 
ables). Taking into account the variation of one, two, 
and three noninteracting chemical-condition variables, 
the concentration term in Eq. [l] can be expressed as 

or 
‘Jf = ‘Jf Pal 

c,kf = x,fYkf [2bl 
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Or 

Cjklf = x]fYkfzlf* [2cl 

Substituting Eq. [2] into Eq. [l] forms bilinear, trilinear, 
and quadrilinear models for the absorption measured as 
a function of two, three, and four independent variables, 
as indicated by i, j, k, and 1: 

b 
%f = C tifxjf 

f=l 

F 

aijk = c tifxjfykf 
f= I 

F 

%,kl = c cifxj/Ykfzlf- 
f=l 

PaI 

WI 

[3cl 

The model of Eq. [3b] was proposed by Harshman (23) 
and by Carroll and Chang (24), and is referred to as a 
PARAFAC (parallel factors) or CANDECOMP (canoni- 
cal decomposition) model in the psychometric literature 
(17-19, 25). The models of Eqs. [3a] and [3c] can be 
thought of as two- and four-variable equivalents, respec- 
tively, of the PARAFAC-CANDECOMP model. 

Up to this point, the absorption has been described 
as the sum of contributions of all of the chromophores. 
However, some of the chromophores may be indistin- 
guishable in terms of their spectra and/or the effects of 
the chemical-condition variables on their concentra- 
tions. To be distinguishable the absorption of the chro- 
mophores must respond uniquely to at least two of the 
independent variables (26). The components which are 
definable in the models of Eq. [3] differ in respect to at 
least two of the independent variables, and may be 
the superpositions of indistinguishable chromophores. 
Thus, the number of independent components in the 
data may be the same as the number of chromophores in 
the protein, but can be less. 

Equation [3a] written in matrix notation becomes 

A,.,,, = EXt, 141 

where E is an I by F matrix, X is a J by F matrix, I and J 
are the total number of different absorption wavelengths 
and chemical conditions, F is redefined as the number 
of independent components, and t represents the matrix 
transpose operation. The column vectors of E are the 
wavelength-dependent extinction coefficients of the 
components (i.e., the spectra of the components) and the 
column vectors of X are the chemical-condition-depen- 
dent concentrations of the components. 

The fundamental indeterminacy of bilinear models 
(17, 26) can be seen by the fact that Al.way is unaffected 
by the transformation of E and X by any nonsingular F 
by F matrix T and its inverse Tp’, respectively, 

AZ-WY = (ET)(T-‘Xt) = E’Xlt, PI 

where E’ and X’ are the transformed matrices of E and 
X. The transformation of E and X affects both the shape 
of the spectra and the responses to the chemical condi- 
tion of the components in the model. 

Equations [ 3b] and [ 3c] can be expressed as the sum of 
the Kronecker products of the component vectors (21), 

A-way = ; E,OX,O Yf [Gal 
f=l 

and 

[6bl 

where the subscripted f indicates the column vectors of 
the I, J, K, and L by F matrices E, X, Y, and 2, respec- 
tively, and 0 denotes the Kronecker product. The in- 
trinsic axis property of these models is seen by the fact 
that the only possible transformations which do not 
affect A3.way and A4.way are permutation and scalar multi- 
plication of the component vectors (17,26). These trans- 
formations would affect the order and lengths of the 
component vectors, but not their orientations in euclid- 
ean space (17,26). Thus, the spectra and chemical-con- 
dition-dependent responses of the real components in 
the data are defined by the trilinear and quadrilinear 
models. 

EXPERIMENTAL PROCEDURES 

The data used for the analysis in this paper were compiled from 
near-u” absorption spectra (250-320 nm) of PC previously presented 
by our group. The absorption spectra of poplar, spinach, and lettuce 
PC are from Draheim et al. (8), and the spectrum of parsley PC is from 
Durell et al. (9). To prepare the samples, PC was isolated according to 
standard methods (27, 28) and then further purified by a Pharmacia 
FPLC using a mono & HR 5/5 anion-exchange column. 

For each plant species of PC, the spectra of four different sample 
preparations were used. These were the spectra of 100% oxidized PC 
at pH 5.0 and 7.0, and 100% reduced PC at pH 5.0 and 7.0. Thus, 
the data were the absorption of PC as a function of four independent 
variables: the absorption wavelength, the plant species of PC, the oxi- 
dation state of the copper center, and the pH of the solution. The data 
were normalized so that the absorption could be expressed as the milli- 
molar extinction coefficients (mM-’ cm-‘) of PC. The maximum error 
in the data was estimated to be 0.3 mM-’ cm~ r by analysis of the varia- 
tion in absorption of independently prepared PC samples (8). 

For bilinear, trilinear, and quadrilinear factor analysis the variables 
were combined to express the absorption data as 2-way, 3-way, and 4- 
way arrays. A 2-way array corresponds to a rectangle, with two orthog- 
onal coordinates. A 3-way array corresponds to a rectangular box, with 
three orthogonal coordinates. A 4-way array corresponds to a 4-dimen- 
sional analog of a rectangular box, with four orthogonal coordinates. 

For bilinear analysis the wavelength variable was assigned to one 
coordinate of the 2-way array and the combination of the other three 
variables assigned to the other coordinate. This second coordinate has 
16 values, which represent all the possible combinations of one of the 
four plant species of PC in one of the two oxidation states and at one 
of the two environmental pH values. Since this combined variable re- 
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fers only to chemical aspects of PC it is referred to as the chemical- 
condition variable. 

For trilinear analysis the wavelength variable, the plant species 
variable, and the combination of the oxidation state and pH variables 
were assigned to the three coordinates of the 3-way data array. The 
combined oxidation state and pH coordinate has four values, which 
represent all the possible combinations of PC in one of the two oxida- 
tion states and at one of the two environmental pH values. For quad- 
rilinear analysis the wavelength, plant species, oxidation state, and 
pH variables were each assigned to a separate coordinate of the 4-way 
data array. 

All procedures were coded in Fortran 77. The programs FA2 and 
FA3 executed the bilinear analysis on an IBM 3081-D mainframe 
computer. IMSL subroutines (International Mathematical and Statis- 
tical Libraries, Houston, TX) were used for the singular value decom- 
position (SVD) and other matrix algebra operations. The programs 
PARAFAC3 and PARAFAC4 (22) executed the trilinear and quadri- 
linear analyses on a CRAY X-MP/24 supercomputer. 

Rilincnr ana&sis. The procedure for bilinear analysis has two main 
parts: derivation of a basis vector set of the absorption data, and trans- 
formation of the basis set to find the linear combinations which repre- 
sent the components. The first part is accomplished by the closed- 
form SVD operation (29,30). The resulting basis vectors are the same 
as the eigenvectors which are described in Principal Component Anal- 
ysis (31). 

Several methods have been proposed to determine the number of 
components in a bilinear model (12,14,32,33). These methods exploit 
the property of the SVD operation to separate most of the real spectral 
information from the noise. When the basis vector pairs are sorted 
into descending order of the value of their associated singular values, 
each successive vector pair has less information. The real absorption 
components are generally contained in a subset of the leading basis 
vector pairs, and the remaining vectors pairs represent only noise. 

The minimum number of leading basis vector pairs needed to satis- 
factorily model the original data is taken to be the numher of real ab- 
sorption components. Trial models of the data are formulated by mul- 
tiplying increasing numhers of the leading basis vector pairs together. 
The quality of each trial model is judged from the residuals. The cri- 
teria for a satisfactory model are that the residuals appear random and 
that the residuals are smaller than the experimental error. The root- 
mean-square (RMS) statistic for each set of residuals is calculated us- 
ing Eq. [ 71 for the number of degrees of freedom, 

dj(F), USA = (I ~ F)(J - F), [71 

where I and J are the number of rows and columns of the data array 
and F is the number of components. Use of least-squares fitting and 
of the RMS statistic is strictly appropriate only when the error in the 
data is normally distrihuted, of uniform variance, and uncorrelated. 
While this may not be true for the absorption data, these methods are 
commonly used in nonlinear least-squares parameter estimation (34). 

Since both the real absorption component vectors and the SVD ba- 
sis vectors are basis sets of the absorption data, the real absorption 
component vectors can he formed by linear combinations of the SVD 
basis vectors; see Eq. [5]. This procedure is referred to as a hasis set 
transformation. Due to the fundamental indeterminacy of bilinear 
models, the correct transformation matrix, T, cannot he determined 
without including additional information about the real components. 
The criteria and constraints used to select the correct transformation 
matrix are dependent on the type of data heing studied, and on how 
much is already known about the components. 

One constraint, which was used in all cases, was that the predicted 
extinction coefficients and concentrations must be nonnegative. A sec- 
ond constraint, which was also used in all cases, was that the column 
vectors ofthe transformation matrix have a constant euclidean length. 
This normalization fixes a parameter in each column vector of T. In 
some instances, one or more entire column vectors of T were fixed by 

requiring the spectrum of a component to be as close as possible to the 
“target” spectrum of a known or suspected chromophore (12, 16,35). 
Other researchers have used targets for the response of one or more 
components to changes in environmental conditions such as redox po- 
tential or pH (14). We used the spectrum of tyrosine in water (36,37) 
as one target and the spectrum of the copper-protein metallothionein 
from Neurospora (38, 39) as another target. The tyrosine spectrum 
was shifted in wavelength to produce the best fit to the basis vectors. 

The normalization and target constraints fix F” ~ (F - l)(F ~ n) 
elements of Z’, where n is the number of targets used. A nonlinear 
function minimizing routine (40,41) was used to determine values for 
the remaining elements of T which comply with the nonnegativity 
constraint. 

Trilinear and quadrilinear analyses. Unlike the bilinear model, the 
component vectors in the trilinear and quadrilinear models are 
uniquely defined (see Theory). Therefore, the component vectors were 
determined by finding the least-squares fit of each model to the data. 
This is expressed mathematically as the solution of Eq. [S]: 

WI 

and 

[8bl 

Equation [8] was derived from Eqs. [3b] and [3c] and was solved by 
first taking the partial derivative with respect to each parameter (i.e., 
all of the t,,, 4, yk,, and zr,). This set of nonlinear equations was then 
solved by an iterative minimization procedure described by Lee (22). 
For the cases where negative components resulted, the equations were 
solved using a nonnegativity constraint. 

To determine the number of real components in the data, the quality 
of trial trilinear and quadrilinear models formulated with increasing 
numbers of F were examined in the same manner as for the bilinear 
model. Equations [9a] and [9b] were used to determine the number of 
degrees of freedom for the trilinear and quadrilinear models. 

4(F), WBI = IJK - F(I + J + K - 2) Pal 

df(FL WR, = IJKL - F(I + J + K t L ~ 3) WI 

RESULTS 

Residual Analysis 

Figure 1 displays the RMS residuals for the bilinear, 
trilinear, and quadrilinear models with one to five com- 
ponents. All of the one- and two-component models have 
an RMS residual larger than the maximum error in the 
PC absorption spectra (0.3 mM-’ cm-‘). The RMS resid- 
uals for the trilinear and quadrilinear models are not sig- 
nificantly affected by the application of the nonnegativ- 
ity constraint. To a first approximation, the curves are 
biphasic, with cusps occurring for the models with three 
components. For models with the same number of com- 
ponents, the quality of the fit improves in the order of 
the quadrilinear, trilinear, and bilinear models. 

Figure 2 displays the original-minus-fitted values, 2- 
way residual matrix of the three-component bilinear 
model. The residual matrices of the three-component 
trilinear and quadrilinear models, also arranged in 2-way 
arrays, are qualitatively similar. The change from two to 
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FIG. 1. Semi-logarithm plot of the RMS residual vs the number of 
components for the bilinear (0), trilinear (O), and quadrilinear (a) 
models. The trilinear and quadrilinear models were derived with the 
nonnegativity constraint. 

three components in the bilinear, trilinear, and quadri- 
linear models results in randomization of the residuals 
in the 250-296 nm wavelength region. However, a sys- 
tematic deviation is still seen in the residuals in the 296- 
320 nm region. It should be noted, though, that the mag- 
nitude of the absorption of PC in this latter region of the 
spectrum is relatively small (see Fig. 6), and the magni- 
tudes of the residuals are generally less than the maxi- 
mum error in the spectra. 

Bilinear Analysis 

Figure 3 displays the first three SVD wavelength basis 
vectors of the 2-way absorption data array. The vectors 
are normalized to a euclidean length of 1. The singular 
values corresponding to these basis vectors are 124.90, 
11.39, and 4.47, and the sum of all 16 singular values is 
148.53. The first wavelength basis vector is the average 

260 280 300 

WAVELENGTH (nm) 

FIG. 2. Residual matrix (original ~ predicted spectra) for the three- 
component bilinear model. 
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i 
Q 

E 
0 
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260 280 300 320 

WAVELENGTH (nm) 

FIG. 3. The first (-), second (---) and third (---) wavelength-de- 
pendent basis vectors of the singular value decomposition of the 2- 
way absorption data array. The basis vectors are normalized to have a 
euclidean length of 1. 

of the 16 PC absorption spectra, and depicts recogniz- 
able features of the data. Evident in this vector is the 
tyrosine absorption band with the characteristic peak at 
278 nm and shoulder at 284 nm (11). The small absor- 
bance above 290 nm is not due to tyrosine, but is attrib- 
uted to absorption of the copper center (8). The magni- 
tude in the 250-265 nm region is due to the combination 
of absorption from the copper center, the tyrosine resi- 
dues, and the phenylalanine residues. Absorption from 
the n + x* transitions of the peptide bonds may also 
contribute to this region. The fine structure in this re- 
gion is due to the absorption of the phenylalanine resi- 
dues (8). The second basis vector has a negative peak at 
280 nm and a shoulder at 286 nm, both of which are 
slightly red-shifted from the corresponding structures in 
the first basis vector. The third basis vector is less regu- 
lar than the others, with oscillations occurring over rela- 
tively short wavelength intervals. 

Figure 4 displays the least-squares fit of linear combi- 
nations of the first two and three wavelength basis vec- 
tors to the tyrosine and Neurospora MT absorption tar- 
gets. For both targets, inclusion of the third basis vector 
only slightly improves the quality of fit. The tyrosine 
target spectrum has been red-shifted 2.0 nm from the 
spectrum of tyrosine in water to have a wavelength max- 
imum at 278 nm. This shift results in a 60% reduction 
of the RMS residuals for the two basis vector fit. The 
fitted tyrosine spectra show the characteristic tyrosine 
absorption peak and shoulder at 278 and 284 nm, respec- 
tively. The basis vectors reproduce the general form of 
the Neurospora MT target spectrum (Fig. 4B); however, 
there are significant deviations in the fine structure of 
these spectra. The fitted spectra do not have the peak of 



ANALYSIS OF PLASTOCYANIN NEAR-ULTRAVIOLET ABSORPTION SPECTRUM 

260 280 300 320 

WAVELENGTH (nm) 
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FIG. 4. Least-squares fits of linear combinations of the first two (-) and three (- -) wavelength-dependent basis vectors to the (A) tyrosine 
and (B) Nm~rospora MT absorption targets (0). The spectra are normalized to have a euclidean length of 1. 

the target spectrum at 250 nm, but instead have small 
peaks at 276 and 284 nm. 

The attempt to determine the wavelength and chemi- 
cal-condition-dependent component vectors by linear 
combinations of the first two and three SVD basis vector 
pairs using only the normalization and nonnegativity 
constraints results in a broad range of possible soluiions 
(not shown). The variation is too large to derive any con- 
clusions about the components. The additional use of 
one of the two absorption target criteria still does not 
provide for an interpretable range of solutions. For ex- 
ample, Fig. 5 displays the range of possible values for the 
nonfixed, wavelength-dependent component vector of a 
two basis vector pair transformation using the tyrosine 
target, normalization, and the nonnegativity con- 
straints. In this case, only a single element of the trans- 
formation matrix is not fixed. When both the tyrosine 
and the MT targets are used to fix the first two columns 
of the transformation matrix, there is no nonnegative 
solution for the third component of a three-component 
bilinear model. 

To provide a bilinear model for analysis, a two-compo- 
nent bilinear model is formed by using both the tyrosine 
and the Neurospora MT absorption targets. Since all of 
the elements of the transformation matrix are defined by 
the targets, this model is referred to as the “fixed bilinear 
model.” The wavelength-dependent component vectors 
of the fixed bilinear model are the same as the two SVD 
basis vector fits to the targets shown in Fig. 4. Table I 
shows the predicted extinction coefficients at selected 
wavelengths for the two components of the fixed bilinear 
model in the 16 PC absorption spectra. The extinction 
of the tyrosine component varies among the four PC spe- 
cies according to the number of tyrosine residues in each 
(two in poplar PC, three in spinach and lettuce PC, and 

four in parsley PC). This can be most easily seen in the 
(TYR) column of Table I, in which the average tyrosine 
extinction coefficient for a particular oxidation state and 
pH shows little variation for the different PC species. 
For each PC species, the extinction coefficient of the ty- 
rosine component is significantly greater in the reduced 
state at pH 7.0 than for the other three combinations 
of oxidation state and pH, for which there are smaller 
variations. The MT component is characterized by a 
greater magnitude in reduced PC than in oxidized PC, 
with smaller variations in each oxidation state due to 
changes of pH and PC species. Even in the oxidized 
state, however, the MT component contributes substan- 

25 

FIG. 5. The range of possible spectra for the second component of 
a two-component bilinear model which satisfies the nonnegativity cri- 
terion and fixes the spectrum of the first component (0) with the tyro- 
sine absorption target. The spectra have an arbitrary euclidean length. 
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TABLE I Trilinear and Quadrilinear Analyses 
Predictions of the Fixed Bilinear Model Extinction 

Coefficients (mM-’ cm-‘) of the Tyrosine (TYR) 
and MT Components 

278 nm 260 nm 

PC species TYR (TYR)” MT TYR MT 

Poplar 
0x5 
OX7 

red5 
red7 

Spinach 
0x5 
0x7 
red5 
red7 

Lettuce 
0x5 
0x7 
red5 
red7 

Parsley 
0x5 
0x7 
red5 
red7 

2.7 1.3 2.1 0.9 3.2 
2.4 1.2 1.7 0.8 2.6 
2.6 1.3 4.6 0.9 7.1 
3.4 1.7 4.5 1.2 6.9 

4.3 1.4 1.8 1.5 2.8 
4.6 1.5 1.4 1.6 2.2 
4.2 1.4 4.1 1.5 6.3 
5.1 1.7 4.3 1.8 6.6 

4.0 1.4 1.9 1.4 2.9 
3.9 1.3 1.7 1.4 2.6 
4.1 1.4 4.5 1.4 6.9 
4.5 1.5 4.1 1.6 6.3 

6.1 1.5 1.6 2.2 2.5 
5.7 1.4 1.8 2.0 2.7 
5.7 1.4 4.6 2.0 7.1 
7.7 1.9 5.2 2.7 8.1 

Two-component models. Without the nonnegativity 
constraint, the spectra of the tyrosine components in the 
two-component trilinear and quadrilinear models were 
negative in the 250-255 nm wavelength region. With 
this constraint, the two components of these models are 
nearly identical to the tyrosine and MT components of 
the fixed bilinear model. The extinction coefficients of 
the components in the constrained trilinear and quadri- 
linear models are similar to those of the fixed bilinear 
model, and also respond similarly to the changes of the 
PC species, oxidation state, and pH variables (data not 
shown). 

Three-component models. The nonnegativity con- 
straint was also required for the three-component trilin- 
ear model. The spectra of the components of the trilin- 
ear and quadrilinear models are similar to each other. 
However, in the constrained trilinear model the pre- 
dicted magnitude of the MT component is zero in the 
spectrum of parsley PC. Since this is considered to be 
an invalid result, the three-component trilinear model is 
not considered further. 

’ The (TYR) label denotes the average extinction coefficients ofthe 
tyrosine residues determined by dividing the value for TYR by the 
number of tyrosine residues in that PC species (two in poplar PC, 
three in spinach and lettuce PC, and four in parsley PC). 

tially to the absorption of PC in the main tyrosine ab- 
sorption region (265-290 nm). Using the prediction for 
oxidized spinach PC at pH 7.0 as an example, the MT 
component contributes 24% to the net absorption at 
278 nm. 

Figure 6 displays the predicted effects of the oxidation 
state and pH variables on the two components in the 
spectrum of spinach PC. At pH 5.0 the increase in ex- 
tinction of the PC spectrum upon reduction is due solely 
to the increase of the MT component: the reduced minus 
oxidized difference extinction coefficients at 278 nm of 
the tyrosine and MT components are -0.1 and 2.3 mM-’ 
cm ‘, respectively. At pH 7.0 the tyrosine component 
contributes 15% to the increase in the PC spectrum 
upon reduction: The reduced minus oxidized difference 
extinction coefficients at 278 nm of the tyrosine and MT 
components are 0.5 and 2.9 mM-‘, respectively. A similar 
pattern occurs for the other species. In the spectra of 
poplar, lettuce, and parsley PC at pH 7.0, the tyrosine 
component contributes 27, 20, and 37%, respectively, to 
the total increase of extinction at 278 nm upon reduc- 
tion. In the 250-265 nm region of the PC spectrum the 
increase of extinction is due primarily to the increase of 
the MT component at both pH 5.0 and pH 7.0. 

Figure 7 displays the wavelength-dependent compo- 
nent vectors of the three-component quadrilinear 
model. The components of this model are designated as 
the tyrosine, MT, and 3rd components based on corre- 
spondence to the two-component models. The spectrum 
of the tyrosine component is nearly identical to the spec- 
trum of the tyrosine components in the two-component 
models. The spectrum of the MT component has the 
same shoulders at 278 and 284 nm as in the two-compo- 
nent models, but drops sharply at 292 nm to form a sec- 
ond, broad band in the 294-320 nm region. The spec- 
trum of the 3rd component appears to be a mixture of 
the tyrosine and MT components, showing a sharp de- 
crease in the 250-260 nm region (similar to the MT com- 
ponent spectrum) and a peak and shoulder at 280 and 
286 nm (which are red-shifted 2.0 nm from the tyrosine 
component spectrum). The peaks of this component cor- 
respond to the minima in the second SVD basis vector, 
which is used for bilinear analysis. 

Table II shows the predicted extinction coefficients at 
selected wavelengths of the three components of the 
three-component quadrilinear model. The extinction co- 
efficients of both the MT and the 3rd components are 
considerably greater for reduced PC than for oxidized 
PC. In each oxidation state the magnitude of the MT 
component is greater at pH 5.0 than at pH 7.0, and the 
magnitude of the 3rd component is greater at pH 7.0 
than at pH 5.0. The effects of oxidation state and pH 
changes on the magnitude of the tyrosine component are 
significantly different from that observed for the fixed 
bilinear model. In particular, the magnitude of the tyro- 
sine component is larger in the spectrum of oxidized PC 
than in that of reduced PC, and in each oxidation state, 
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FIG. 6. The original ( -), predicted ( ), tyrosine component (-), and MT component (- -) spectra of the fixed bilinear model of the 
absorption of spinach PC. (A) Oxidized PC at pH 5.0, (B) oxidized PC at pH 7.0, (C) reduced PC at pH 5.0, and (D) reduced PC at pH 7.0. 

larger at pH 5.0 than at pH 7.0. However, the response tuce, and parsley PC at pH 7.0, the reduced minus oxi- 
of the sum of the tyrosine and 3rd components is similar dized difference extinction coefficients at 278 nm of the 
to that of the tyrosine component in the fixed bilinear tyrosine component are -0.8, -1.7, -1.5, and -2.2 mM-’ 

model. cm-‘, respectively. 
Figure 8 displays the predicted effects of the oxidation 

state and pH variables on the three components in the 
spectrum of spinach PC. At both pH 5.0 and pH 7.0, the 
increase in extinction of the PC spectrum upon reduc- 
tion is due to the combined increase of the MT and 3rd 
components. The reduced minus oxidized difference ex- 
tinct,ion coefficients at 278 nm of the MT and 3rd com- 
ponents are 1.6 and 2.4 mM-’ cm-’ at pH 5.0 and 1.2 and 
3.7 mM ’ cm-’ at pH 7.0, respectively. Reduction of PC 
results in a decrease of extinction of the tyrosine compo- 
nent. The magnitude of this decrease is the same at pH 
5.0 as at pH 7.0. In the spectra of poplar, spinach, let- 

DISCUSSION 

Residual Analysis 

Two main results indicate that there are three compo- 
nents in the data: (a) Three components are required to 
reduce the RMS residuals below the maximum magni- 
tude of error in the absorption spectra; (b) the rate of 
RMS residual reduction with the incorporation of 
greater numbers of components is biphasic, and de- 
creases for more than three components in the model 
(Fig. 1). The fact that this same behavior occurs in the 
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FIG. ‘7. The wavelength-dependent parameter vectors of the tyro- 
sine (-), MT (- - -), and 3rd (- --) components of the three-component 
quadrilinear model. The vectors are normalized to have a euclidean 
length of 1. 

bilinear, trilinear, and quadrilinear models is further 
confirmation. The first, rapid phase of the RMS residual 
reduction is interpreted as fitting both the real compo- 
nents and the noise in the data; the second, slow phase 
is interpreted as fitting only the noise. 

The observation that the nonnegativity constraint 
changes the spectra and extinction coefficients of the 
components of the trilinear and quadrilinear models 
without significantly altering the RMS residuals indi- 
cates that the components are not completely defined. 
This is due to error in the data and interaction among 
the effects of the variables. It is clear that the absorption 
wavelength variable (i.e., the setting of the monochro- 
meter) does not interact with the chemical-condition 
variables. For models with the same number of compo- 
nents, the progressive increase of the RMS residuals for 
the bilinear, trilinear, and quadrilinear models indicates 
that the PC species, oxidation state, and pH variables do 
interact. However, the facts that the increase of the 
RMS residual is relatively small and that similar compo- 
nents occur in the three types of models indicate that 
these variables are sufficiently noninteractive to validate 
the use of the trilinear and quadrilinear models. 

Absorption Component Analysis 

Two-component models. Due to the fundamental in- 
determinacy, supplemental information must be used in 
bilinear analysis to determine the components. The ac- 
curacy of the predicted components depends on the 
choice of constraints. Since real absorption components 
are always positive, the nonnegativity constraint must 

not falsely bias the results. If there is an absorption re- 
gion where only a single component absorbs, then the 
nonnegativity criterion alone will fully define all of the 
components (12). However, the components in the near- 
uv spectrum of PC are heavily superimposed and absorp- 
tion targets are required. 

The tyrosine target was selected because it is known 
that tyrosine absorption is a major component in the 
265-290 nm wavelength region of the PC spectrum (7). 
The Neurospora MT target (38, 39) was selected to ap- 
proximate the absorption component due to the copper 
center in the spectrum of reduced PC. This species of 
MT contains six reduced copper atoms bound by seven 
cysteine residues. The coordination geometry of the cop- 
per atoms is not known, but in yeast MT the copper 
atoms have a tetrahedral coordination (42). The near-uv 
absorption of Neurospora MT is due solely to electronic 
transitions involving the copper atoms, since the protein 
is devoid of aromatic amino acid residues. These transi- 
tions may be analogous to transitions in the copper cen- 
ter of PC. This suggests that charge transfer transitions 
between the copper atom and the sulfur atoms of the Cys 
84 and Met 92 ligands are responsible for the copper cen- 
ter absorption in reduced PC (9). The appropriateness 
of these targets for a two-component model, and thus 
the accuracy of the predicted components of the fixed 
bilinear model, is indicated by the fact that nearly iden- 
tical components occur in the two-component trilinear 
and quadrilinear models, for which outside criteria are 
not used. 

The small deviations between the targets and the fit- 
ted spectra (Fig. 4) provide some insight into the chro- 
mophores in PC. The fact that the absorption band of 
the fitted tyrosine component is broader than the ab- 
sorption band of the target suggests that the spectra of 
the different tyrosine residues are slightly shifted due to 
environmental perturbations. The deviation of the spec- 
trum of the MT component from the 250-nm peak in the 
MT target may be because this band is blue-shifted in 
the spectrum of PC. The possible variability of the wave- 
length maximum of this transition is indicated by the 
fact that it is shifted to 280 nm in the spectrum of yeast 
MT (43). The shoulder peaks at 278 and 284 nm in the 
MT component spectrum are probably due to a small 
amount of tyrosine absorption, and not a predicted fea- 
ture of the absorption of the reduced copper center. 

The fixed bilinear model is used to analyze the tyro- 
sine and MT components of the two-component models 
because it is free of the error caused by the interaction 
of the chemical-condition variables. The tyrosine com- 
ponent is interpreted as the superimposed absorption of 
the tyrosine residues in PC. This is supported by three 
results: (a) The spectrum of the tyrosine component is 
very close to that of a tyrosine residue; (b) the magnitude 
of the tyrosine component corresponds to the number 
of tyrosine residues in each PC species; (c) the average 
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TABLE II 

Predictions of the Three-Component Quadrilinear Model Extinction Coefficients (mM-’ cm-‘) 
of the Tyrosine (TYR), MT, and 3rd Components 

PC species TYR 

278 nm 
260 nm 

TYR TYR 

(TYR)~ MT 3rd f3rd ( ) +3rd TYR MT 3rd 

Poplar 
OX5 

OX7 

red5 
red7 

Spinach 
OX5 

OX7 

red5 
red7 

Lettuce 
OX5 

0x7 
red5 
red7 

Parsley 
0x5 
0x7 
red5 
red7 

2.1 1.0 2.0 0.6 2.7 1.4 0.8 2.8 0.5 

1.9 0.9 1.5 0.9 2.8 1.4 0.7 2.1 0.8 

1.1 0.6 4.1 2.5 3.6 1.8 0.4 5.6 2.2 

1.0 0.5 3.0 3.9 4.9 2.5 0.4 4.2 3.4 

4.1 1.4 1.5 0.7 4.8 1.6 1.6 2.1 0.6 

3.7 1.2 1.1 1.1 4.8 1.6 1.4 1.6 1.0 
2.2 0.7 3.1 3.2 5.4 1.8 0.9 4.3 2.8 
2.0 0.7 2.3 4.9 6.9 2.3 0.8 3.2 4.3 

3.6 1.2 2.0 0.6 4.2 1.4 1.4 2.7 0.5 
3.3 1.1 1.5 0.9 4.2 1.4 1.3 2.0 0.7 
2.0 0.7 4.0 2.4 4.4 1.5 0.8 5.6 2.1 
1.8 0.6 3.0 3.7 5.5 1.8 0.7 4.1 3.2 

5.3 1.3 1.0 1.3 6.6 1.7 2.1 1.4 1.1 
4.8 1.2 0.8 1.9 6.7 1.7 1.9 1.1 1.7 
2.9 0.7 2.1 5.4 8.3 2.1 1.2 2.9 4.7 
2.6 0.7 1.6 8.3 10.9 2.7 1.0 2.1 7.3 

TYR 
’ The (TYR) label is the same as in Table I. +3rd denotes the sum of the TYR tyrosine and 3rd components, and denotes the average 

of this value determined analogously to (TYR). 

extinction coefficients at 278 nm of the tyrosine residues 
(see Table I) correspond to the extinction coefficients of 
tyrosine in water and in ethanol (1.4 and 1.8 mM-’ cm-‘, 

respectively) (37). An important prediction of the two- 
component models is that the net tyrosine absorption is 
pH dependent when the copper center is reduced. This 
is in accord with an earlier study of the absorption spec- 
trum of PC using different methods (9). The change in 
absorption suggests that there is a pH-dependent con- 
formational change at the site of at least one of the tyro- 
sine residues that operates only in the reduced form 
of PC. 

In oxidized PC the MT component is interpreted as 
the superimposed absorption of the phenylalanine resi- 
dues and the tail ends of the peptide bond chromophores. 
The increase in magnitude of the MT component upon 
reduction is interpreted as due to the absorption of the 
reduced copper center. The fact that this change in mag- 
nitude is nearly the same in the four PC species indicates 
that the structure of the copper center is also nearly the 
same in these four PC species. 

Three-component model. The three-component quad- 
rilinear model further resolves the absorption of the ty- 
rosine residues and the copper center. The interpreta- 
tion of the three components is as follows. The tyrosine 

component, which has a peak at 278 nm with a shoulder 
at 284 nm, is due to the absorption of unperturbed tyro- 
sine residues. The MT component is due to the absorp- 
tion of the phenylalanine, peptide bond, and copper cen- 
ter chromophores (as in the two-component models). 
The 3rd component is due to the absorption of a second 
copper center electronic transition and a perturbed tyro- 
sine residue. 

The interpretation of the 3rd component is based on 
the fact that the spectrum appears to be a superposition 
of the MT and tyrosine components. The tyrosine part 
of this component is interpreted as being perturbed be- 
cause the peaks are red-shifted 2 nm from a normal tyro- 
sine spectrum. It is known that changes in environmen- 
tal polarity and hydrogen bonding can shift the 
absorption spectrum of tyrosine by as much as 4 nm (11, 
36,44). One possible explanation for the 3rd component 
is that it is the absorption of coupled electronic transi- 
tions belonging to the copper center and a tyrosine resi- 
due. Electronic coupling would also explain the small 
red-shift of the tyrosine absorption maxima. This leads 
to the interpretation that there are at least two separate 
electronic transitions which cause the absorption of the 
reduced copper center: one that belongs to the MT com- 
ponent and one that couples to a tyrosine residue. The 
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FIG. 8. The original ( -), predicted (. .), tyrosine component (-), MT component (-- -), and 3rd component (---) spectra of the three- 
component quadrilinear model of the absorption of spinach PC. (A) Oxidized PC at pH 5.0, (B) oxidized PC at pH 7.0, (C) reduced PC at pH 
5.0, and (D) reduced PC at pH 7.0. 

coupled transition hypothesis would also explain the ox- may be due to the pH-dependent change in conforma- 
idation state-dependent behavior of the tyrosine compo- tion of the reduced copper center (4,5) and/or a change 
nent. The coupling of a tyrosine residue would decrease in the environment of the perturbed tyrosine residue (11, 
the number of unperturbed tyrosine residues, and thus 44). It has been noted previously that the pH-dependent 
decrease the magnitude of the tyrosine component in the change in tyrosine absorption in reduced PC is larger 
reduced form of PC. In conflict with this hypothesis is than would be expected from model studies of environ- 
the fact that the 3rd component is also present in the mental effects on tyrosine absorption (9, 10). Howe-ver, 
spectrum of oxidized PC. However, the magnitude is this phenomenon can be explained by an added pH-de- 
considerably less in this oxidation state, and may be due pendent change in the absorption of the copper center 
to the error introduced by the interaction of the chemi- transition and/or by the exchange of oscillator strength 
cal-condition variables. between the two coupled transitions. 

The results indicate that it is only the perturbed resi- The 3rd component is observed in all four of the PC 
due in the 3rd component which is responsible for the species, including poplar, which only has two tyrosine 
pH dependence of the tyrosine absorption in reduced PC residues (numbers 80 and 83). Tyr 83 is more likely to 
(discussed above for the two-component models). This be the coupled residue, because it is located substantially 
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closer to the copper center (10 vs 20 A) at the east face 
binding site. Due to sequence homology, this would also 
be the perturbed residue in the other PC species. The 
substantially larger magnitude of the 3rd component in 
the spectrum of reduced parsley PC (see Table II) indi- 
cates that Tyr 62 may also be involved in the coupled 
complex. Previously it has been described that the tyro- 
sine absorption in reduced PC titrates according to the 
coupled pH-dependent activity of electron transport 
through the east face site (9). This supports the assign- 
ment of Tyr 83 as the perturbed residue, because it is 
located next to the titratable acidic residues at the east 
face site. 

CONCLUSIONS 

Both a bilinear model and the newer trilinear and 
quadrilinear models provide useful insight into the near- 
uv absorption spectrum of PC. 

Bilinear models of absorption have the advantage of 
using two variables that are always noninteracting: 
wavelength and chemical condition. Their disadvantage 
of needing substantial supplementary information to de- 
termine the components was overcome by the successful 
use of tyrosine and metallothionein targets to define a 
two-component model. 

Although trilinear and quadrilinear models do not re- 
quire supplementary information, they have the disad- 
vantage of requiring that the different chemical vari- 
ables not interact. That some interaction does occur is 
indicated by the increase in the residual error in the tri- 
linear and quadrilinear models compared to the bilinear 
model. 

The similarity of the two-component spectra from the 
fixed bilinear model and from the trilinear and quadri- 
linear models helps validate the results from each. 

One result of the two-component models is that the 
copper center has the same conformation in the four 
different PC species. Another result, in correspondence 
with previous findings, is that the tyrosine absorption in 
reduced PC is pH dependent. This indicates the pres- 
ence of conformational changes around one or more of 
the tyrosine residues. 

The three-component model indicates that there are 
at least two electronic transitions which cause the ab- 
sorption of the reduced copper center. The results sup- 
port the hypothesis that one of these transitions is elec- 
tronically coupled to Tyr 83. In turn, this coupled entity 
is responsible for the pH dependence of the tyrosine ab- 
sorption observed in reduced PC. The resolution of the 
absorption of the copper center and Tyr 83 chromo- 
phores from the superimposed near-uv spectrum of PC 
provides a useful probe of the north pole and east face 
reaction sites. 
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