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This paper examines traditional usage of criterion measures and finds 
these traditional methods inadequate for retaining the lawful variance of 
the measures. Three sources of lawful variance are investigated, and 
evidence is found for the multidimensionality of each source: static 
dimensionality, dynamic dimensionality, and individual dimensionality. 
The dimensional complexity of the criteria coupled with traditional usage 
which discards lawful variance and the use of inappropriate predictors may 
contribute to the discouraging validities reported in the prediction of 
performance. The paper outlines a procedure which analyzes the sources of 
criterion variance and proposes two possible methods for criterion usage 
which may retain more of the lawful variance. 

O r g a n i z a t i o n a l  decis ions requi re  a cr i ter ion.  Ra ises ,  p romot ions ,  firings, 
t r ans fe r s ,  etc., are  u s u a l l y  based  on a c r i te r ion  of effect ive pe r fo rmance .  
W h a t  is needed,  then,  is one c r i te r ion  score which  represen ts  t h e  ex ten t  of 

effective p e r f o r m a n c e  for each person  w i t h i n  the  o rgan iza t ion .  E a c h  
person ' s  score could then  be c o m p a r e d  to a cu t t ing  score ;  if  his score 
exceeds the  cu t t ing  score he is p romoted ,  or he receives  a ra i se  in s a l a ry ,  
or some o ther  pos i t ive  consequence.  I f ,  however ,  his score is below the  
cu t t ing  score, he is fired, demoted ,  or receives  nega t ive  consequences f rom 
the  o rgan iza t ion .  M u l t i p l e  c r i t e r ia  could be used bu t  th is  on ly  compl ica tes  
the  p r o b l e m  b y  a fac to r  r e l a t ed  to the  n u m b e r  of c r i t e r ia  used.  

A n  obvious  and f r equen t ly  used so lu t ion  involves  r a t i ng  scales.  M a n a g e -  
m e n t  can s imp ly  r a t e  each e m p l o y e e  on the  ex ten t  to which  he meets  the  

1This article is condensed from a thesis by the senior author submitted to the 
Department of Psychology at the University of Illinois in partial fulfillment of the 
requirements for the M.A. degree. 
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criterion of effective performance. Even if one adequately solves the 
difficult problem of defining effective performance in a meaningful way 
(Smith & Kendall, 1963), rating scales are still subject to criticism. Re- 
sponse sets, chance response tendencies and rater  biases may  influence the 
scores. These criticisms are epecially grave in light of Title 7 of the 1964 
Civil Rights Act which expressly forbids any employer 

to limit, segregate, or classify his employees in any way which would deprive 
or tend to deprive any individual of employment  opportunit ies or otherwise 
adversely affect his status as an employee, because of such individual 's race, 
color, religion, sex, or nat ional  origin. 

Clearly, a criterion of performance which is easily subject to such biases 
might be illegal. 

The obvious direction to proceed involves obtaining an objective 
measure of job performance. But  a quick glance through the literature 
should convince one that  there is certainly no consensus as to which 
measure is most inappropriate; there are almost as many measures of job 
performance as there are investigators utilizing such measures. The 
numerous measures possible and the lack of consensus outline a definition 
problem. Tha t  is, what is the best way to define job performance? Does 
one simply pick one measure and utilize it alone, or does he take a 
number of measures on the criterion? 

Measurement theory suggests that  one cannot presume an isomorphism 
between a measure and the criterion. Different measures have different 
components of true, method, and error variance. With a reliance on a 
single measure the degree of correspondence between the measure and the 
inferred trai t  or characteristic is unknown. On the other hand, by using 
additional measures and a triangulation process, increasing evidence on 
the correspondence between the measure and the inferred trai t  or con- 
struct is gained. At the same time, additional information as to the error 
component is acquired. This argument for convergent validity has been 
aptly expressed by Campbell and Fiske (1959). An integral part  of 
validation by convergence and triangulation is the requirement for some 
evidence of relative validity demonstrated by greater variance shared 
within a given trai t  than is shared by the methods of measurement. The 
most appropriate solution to criterion measurement appears to be the 
use of multiple measures with orthogonal error variances. 

This is an important  decision. By using a number of criterion measures 
one constructs a nomological network and essentially defines the con- 
struct, job performance, as the entire network of interrelationships among 
the measures. But,  again, it  is important  to remember tha t  the measures 
will be  used to make decisions and there are a number of alternative ways 
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in which the measures may be used: (1) An investigator may select one 
of his measures on the basis of its relationships with other me~asures and 
deal solely with it, (2) he may choose to combine his criterion measures 
into one single composite score, (3) he may choose to relate, each predictor 
variable to all of the criterion variables, or (4) he may choose to apply a 
factor analytic technique and deal with variance common to a number of 
measures. 

Single Criterion Measure 

The first alternative is not a viable choice. The investigator who 
chooses the criterion measure on the basis of its relationship with a 
predictor would be completely ignoring the error component which might 
be solely responsible for the predictor-criterion relationship. Lack of 
knowledge about the error component violates all of the reasoning behind 
taking multiple measurements in the first place. 

Another shortcoming is evident with the use of only one performance 
measure. Many different behaviors define iob performance and it is 
difficult to conceive of a single measure which adequately samples all of 
the relevant behaviors. In other words, the measure would probably not 
be central to the nomological net de.fining the construct of job perform- 
anee. Thus, a single measure can be, at best, deficient, or at worst~ com- 
pletely irrelevant if it has a large error component, or taps only behaviors 
unnecessary for the job. 

Uncertainty as to the behavior of the error component renders a single 
performance measure useless for portraying change over time. It  is certain 
that learning and increased experience on the iob will function to change 
performance over time. Other kinds of change are also to be expected 
over time; pilots exhibit radically different behaviors in the time interval 
between take-off and touch-down, and college professors function differ- 
ently during holidays and exam periods than during midsemester. Sea- 
sonal changes affect the jobs of farmers, ranchers, contractors, lifeguards, 
ski instructors , and weathermen. A single performance measure may con- 
firm that a change in performance occurred, but it is never certain 
whether it is the error component which changes or the true score 
component. 

Likewise, a single performance measure will tend to mask individual 
differences in performance. People can be expected to react differently to 
the same job situation since they have unique combinations of abilities 
and experience. Otis (1940) has suggested that different employees make 
different contributions within an organization. Consider a sales clerk 
whose salesmanship is so overpowering that her performance is con- 
sistently profitable. Another clerk might build good will through her 
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politeness and courteous attention, thus encouraging customers to con- 
tinue their purchases throughout the store. I t  is just as feasible t h a t  the 
error component of a single measure would behave differently for differ- 
ent people  as it would be for the true score component to behave differ- 
ently for different people. For instance, some persons might be subject 
to more measurement error than others. Discrimination among people 
with respect to differences in performance on a single measure would be 
difficult as one could never be certain tha t  the discrimination among 
persons was a function of real differences or error. 

Single Composites 
There are a number of ways in which criterion measures may  be ecru- 

bined so as to form a single composite criterion. Any composite criterion 
is usually the sum of the weighted variables and competitive methods 
utilize unique configurations of weight. The choice of weights is neces- 
sarily confounded with the psychological meaning of the criterion and 
therefore the generality of the criterion. Another frequently used method 
for combining criterion measures involves assigning unit weights and 
summing the measures. This method, however, equates the measures on 
importance which may not be desirable. For  example, one might find it 
difficult to assume t h a t  revenue earned and number of times late are 
equally important. 

Of course, one may choose any configuration of weights for the 
measures so that  he may derive a score Y~ for each ith person by multi- 
plying his score on the jth measure by its appropriate weight and sum- 
ruing over n measures: 

Y i  = ~ %vj 'z i j .  
j= l  

To arrive at a useful criterion score, Y, it is essential that  one may dis- 
criminate among persons on the basis of the composite score. Tha t  is, one 
may choose weights for the measures so as to maximize the variance of 
Y. t Iorst  (1936) presents such a method for calculating weights for 
measures so as to maximize differences between all possible pairs of sub- 
jeers, thereby maximizing the variance of the derived composite. 

An equally attractive solution is presented by Edgerton and Kolbe 
(1936). These investigators assume that  each of the criterion measures 
is a measure of the same construct, job performance, and therefore for 
each individual the difference between weighted measures (in standard 
score form) should be small. Tha t  is, 

d~ = wixi  -- w~x~ 
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and weights are chosen so as to minimize d~j for all possible combinations 
of i and j. 

Ghiselli (1956) states that both the Edgerton and Kolbe and Horst 
methods yield identical results in that both weight individual criterion 
measures in terms of their loadings on the first principal component. This 
again might not be an appropriate solution. For instance, if the first 
principal component accounts for 42% of the variance and the second 
component accounts for 38% of the variance, is it appropriate to com- 
pletely discount the second component? 

The combination of measures into a single composite can be approached 
from still another angle. If each of the criterion variables could be ex- 
pressed in terms of a common dimension then the combination would 
involve merely the computation of an unweighted sum. This simple 
operation is suggested by Brogden and Taylor (1950) in applying cost 
accounting procedures to the concept of criterion construction. These 
investigators advocate the conversion of production units, errors, time, 
etc., into dollar units. While this initially appears to be a tidy solution to 
an extremely complex problem the difficulties of applying cost accounting 
procedures to all performance aspects of all jobs are immense. Consider 
the difficulties of assessing the dollar value to the job performance of a 
systems analyst or to the various iob activities of an executive. Any 
attempt to relate the more intangible aspects of performance to a dollar 
criterion would require as complex a solution as the selection of weights. 

The methods for constructing single composite criteria mentioned 
above do demonstrate one advantage over the use of a single criterion 
measure; they require multiple measurement. By carefully selecting his 
measures an investigator can employ construct validation procedures to 
gain more information on the correspondence between his measures and 
the construct. In addition, multiple measures allow for more effective 
sampling of the relevant behaviors on the job, and the investigator can 
be more confident that his measures are tapping the pertinent behavior 
patterns or performance dimensions. However, the single composite 
methods lose information by combining measures. Even though each 
measure may reflect a different pattern of iob behavior or performance 
dimension, the composite score reduces these to a single dimension. The 
consequence is to mask both change in performance over time and the 
effects of individual differences on the iob. Consider a iob which has both 
a quality and quantity dimension of employee productivity with equally 
weighted measures which correspond to these dimensions. If in his initial 
months on the iob an employee concentrates on quality rather than 
quantity and receives scores of 5 and 1, respectively on these measures, 
the composite score would be 6. But, if he were. to reverse his emphasis 
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from quality to quantity and the respective measures were now 1 and 5, 
the composite score would indicate no change. Individuals who view the 
iob differently and adopt either a qualiW or quantity oriented behavior 
pattern could receive identical scores on the composite criterion. Dis- 
crimination between these individuals would be impossible and prediction 
of variables which are so global as to have little behavioral meaning may 
prove equally impossible. 

These methods of composite criterion construction assume that each 
measure obtained by the investigator represents an imperfect outcropping 
of the same underlying trait. Otherwise, while mathematically and sta- 
tistically correct, the procedure makes no sense psychologically. Combin- 
ing measures with zero eovarianees which measure independent traits will 
result in a Composite measure of limited or no psychometric value. The 
assumption should be a matter for empirical study. 

Retaining the Multiple Criteria 

Dunnette (1963), in his discussion of the criterion problem, expressed 
dissatisfaction with attempts to combine multiple criteria. He advocates 
the third approach--an investigation of the relationships between pre- 
dictors and the various criteria. 

Dunnette, claims that validity is lost in the process of combining 
multiple criteria to form a single performance measure. If each of the 
measures correlate highly, the investigator can be more assured that his 
measures are really reflecting the same construct and weighting to achieve 
a single measure of the construct would be appropriate. However, the 
higher the correlations between measures, the less the. necessity to weight 
the individual measures to form a single composite. The argument works 
conversely. The lower the correlations between independent measures, 
the more the investigator can be sure that he is measuring independent 
dimensions and the rationale for combining qualitatively different 
measures becomes weaker. A composite derived from independent 
measures is not representative of any particular dimension and produces 
what Dunnette calls a "distilled essence" measure. Dunnette suggests 
investigating and summarizing the relationships among several predictors 
and several criteria instead of trying to isolate one variable or dimension 
and calling it performance. 

Little information is lost by summarizing relationships among pre- 
dictors and criteria. The multiple measures allow both construct validity 
and effe.ctive sampling of criterion dimensions. Behavior changes over 
time as well as the effects of individual differences can be traced from the 
separate criterion measures. While the correlations among predictors and 
criteria lose little information, they are also relatively useless for sum- 
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marizing and organizing information as well as for decision making. One 
must not lose sight of the fact that criteria and an analysis of patterns of 
interrelationships between predictors and criteria can be of little value in 
making deeisions. Dunnette's critique of weighting solutions appears 
closely related to a defense of clinical judgments over actuarial judg- 
ments, a position which in light of several investigations (Wiggins & 
Hoffman, 1968) seems untenable. 

Factor Analytic Approaches 

It  appears to be inappropriate to use a single measure, a combined 
criterion score, or the measures separately. Instead, one may wish to 
investigate the dimensionality of the. construct, job performance, and 
utilize the structure of the concept to derive his criterion scores. There 
are, however, three possibl~ multidimensional sources of variance defined 
by the construct of job performance: static dimensionality, dynamic 
dimensionality, and individual dimensionality (Ghiselli, 1956). 

Factor analysis is an empirical technique which may be used to in- 
vestigate the dimensionality of performance measures due to a number of 
different modes or data sources. For example, Grant (1955), Seashore and 
Tiffin, and Rush (reported in Lawler, 1967) have factored objective per- 
formance measures taken at one point in time. Such studies indicate that 
from 3 to 5 factors may be expected to account reasonably for the vari- 
ance in performance measures taken at one point in time. However, to 
the extent that performance can be expected to change over time, and 
to the extent that individuals load differentially on these factors, criteria 
based on the static structure of criterion measures may not. be adequate. 

Factor analysis may also be harnessed to investigate variance of a 
criterion measure due to time. That  is, instead of factoring a matrix of 
variables from one time period, one factors a matrix of time periods to 
discover the dimensions which "explain" variance of measures due to 
time. Again, to the extent that the different time periods form independent 
dimensions and to the extent that, individuals are differently affected by 
change due to time, criteria based on the static structure of criterion 
measures may be inadequate. 

Variance due to individual differences or individual dimensionality 
may be investigated similarly. In this case, one factors a matrix of indi- 
viduals to discover the dimensions which represent characteristic patterns 
of behavior. And, as might be expected, to the extent one may expect 
these characteristic behavior patterns to change over time and over the 
different performance measures, criteria based on the individual differ- 
enees structure of criterion measures may be inadequate. 

Obviously, it would be desirable to investigate and summarize the 
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dimensionality of each source of criterion variance simultaneously. This 
paper presents such an investigation. The main purpose of this investiga- 
tion is to illustrate the usefulness of a multivariate technique for studying 
the dimensionality of a set of measures. No claim will be made regarding 
the generality of the substantive findings. On the. contrary, the data to be 
presented are quite likely unique in that they represent a large number 
of objective performance measures assessed at a number of consecutive 
points in time on a large number of employees performing identical tasks. 
Thus, the data represent a nearly ideal situation for performance assess- 
ment. To the extent that these data yield results which indicate complex 
dimensionality then similar results might well be obtained if the dimen- 
sionality of other sets of objective performance assessments are studied. 

M E T H O D  

The criterion measures for this analysis were 11 performance measures 
collected from 184 reservations agents in the Midwest office of a large 
domestic airline. The reservations agents perform identical functions; 
each agent acting as an intermediary between the customer on the tele- 
phone and the computerized reservations system. The employees receive 
a month of intensive training emphasizing conversations, answers to 
queries, and essential questions needed to effect a sale. In addition, as 
each agent has a keyboard directly linked to the, central computer, he is 
necessarily familiar with the computer format needed to properly record 
a transaction. Calls are automatically distributed to agents so that the 
person who has been waiting longest receives the next call. 

The performance measures for each agent included: (1) the average 
amount of dollar revenue earned per 8-hr shift, (2) the average number of 
tickets sold through travel agents, airport ticket agents, teletype, or other 
airlines per shift, 2 (3) the average number of telephone calls answered 
per shift, (4) the average number of tickets sold by will-call arrangement 
per shift, (5) the average number of tickets sold by mail per shift, (6) the 
average number of sales leads generated per shift, (7) the average amount 
of dollar revenue earned by following up previous sales leads per shift, 
(8) the supervisor's rating of "Customer Impact," (9) the percentage of 
accurate entries into the airline's computer, (10) the average number of 
times late per shift, and (11) the average number of hours absent per 
shift. Each of the 11 measures were collected during 5 consecutive 

2Agents ale instructed to encourage customers to purchase tickets before their 
actual departure. Tickets are available in advance either by  mail, by  will-call 
arrangement,  or through travel agents, airport  t icket  agents, teletype, or other air- 
lines. The three measures dealing with ticketing reflect the manner  in which tickets 
actually were purchased by  an agent 's customers. 
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months~November and December of 1967, and January, February, and 
March of 1968. 

With the exception of the supervisor rating, the performance data are 
objective. Revenue and ticketing figures are tallied automatically by the 
computer reservations system and supplied to management in a monthly 
printout. Automatic counters keep track of incoming telephone calls 
made to each agent, and the agents record these figures themselves. The 
number of times late and number of hours absent are computed from time 
cards. Sales leads are records of potential customers; these are recorded 
on forms and are tallied by supervisors. The computer accuracy score is 
derived from random sampling of agents' input and indicates the per- 
centage of correct entries. These performance data are exceptional com- 
pared to the usual criterion measures available. The 11 performance 
measures were selected so as to have no linear dependencies, and cor- 
related sampling error may be discounted as only two of the measures 
(supervisor rating and the computer accuracy score) are a result of 
sampling. All other measures reflect the sales efforts of each employee for 
the duration of the month. 

Some of these data were not available for each employee for each of 
the five months due to rotating vacations, turnover, and periodic hiring. 
A missing data generation suggested by Ledyard Tucker was applied to 
the data in order to complete the data matrix. The technique is based on 
successive factoring of the cross-product matrix and the simultaneous 
estimation of scores based on the factor structure within each iteration. 3 

The original data are characterized by meaningful mean differences 
among the variables while variance differeaees were not meaningful. TO 
remove variance differences the 184 × 11 × 5 matrix was collapsed over 
the 5 time periods to yield a matrix 920 × 11. The standard deviation of 
each performance variable measured for the 184 agents over the 5 time 
periods was computed and each entry in the 920 × 11 matrix was divided 
by its standard deviation. Of the 11 performance variables only the 
Customer Impact rating did not have a meaningful zero point and con- 
sequently this variable was standardized over the 920 observations. 

Any score in the final, scaled, three-dimensional (184 × 11 × 5) data 
matrix can be cross-classified by each of the three dimensions or modes. 
That  is, the scores can be classified in terms of scores for the 184 subjects, 
scores on each of the 11 variables, and scores during each of the 5 months. 
Furthermore, Tucker's (1966) three-mode factor analysis model states 

~Anyone interested in a more detailed description of the method or the 
F O R T R A N  program used to generate the missing data  points may address the 
senior author  a t  the Depar tmen t  of Psychology, Universi ty of Illinois, Champaign,  
ILL 61820. 
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that  it is possible to approximate the data matrix from factor matrices 
corresponding to the different modes: 

X~ik = [jC~, X kTq](~.~)G~S~, (1) 

where C is a matrix of criterion variable factors, T is a matrix of time 
factors, S is a matrix of subject factors, and G is the core matrix which 
interrelates C, T, and S. The subscripts i, j, and k refer to the number of 
observations in each mode. In the present study i = 184, j = 11, £ = 5. 
The m, p, and q refer to the number of dimensions used to account for 
variance in each mode. The. accuracy of the approximation and the 
psychological interpretations attached to the data depend on the m~mber 
and nature of the factors retained to explain variance in each mode. 

The suitability of th~ model to the analysis requirements stated above 
is readily apparent. Static dimensionality (criterion variable factors), 
dynamic dimensionality (time factors), and individual dmensionality 
(subject factors) are each represented as are the interrelationships among 
the three sources of criterion variance. The sample size of 184 persons is 
adequate for the three-mode analysis because it is possible to collapse 
over modes. Tha t  is, static dimensionality may  be investigated by factor- 
ing the sum of squares and cross products (SSCP) matrix of 920 observa- 
tions (184 subjects within each of 5 time periods) of the 11 criterion 
measures. Dynamic dimensionality may be investigated by factoring the 
cross product matrix of 2024 observations (11 measures for each of 184 
subjects) of the 5 time periods, and individual dimensionality may be 
investigated by factoring the cross product matrix of 184 observations 
of 55 variables (11 measures within each of the 5 time periods). 

RESULTS 

Static  Dimensional i ty  

The C matrix of Tucker's model is formed by factoring the SSCP 
matrix of 920 observations of 11 variables. Table 1 presents the roots 
and percent of variance accounted for with each successive factoring of 
the matrix. 4 Three performance dimensions seem to account adequately 
for the variance in the criterion measures taken at one point in time. This 
three-dimensional space approximates 98.5% of the sum of squares of 

The large proportion of variance accounted for by the first dimension is a func- 
tion of factoring a SSCP matrix ra~her than a correlation matrix. Correlations are 
based on standard scores which have eliminated mean and variance differences 
among measures and have therefore discarded approximately 90% of the meaningful 
variance among these measures. The first factor of a SSCP matrix extracts variance 
due lo mean differences and therefore accoun¢.¢ for most of the variance discarded 
from a correlation matrix. 
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TABLE 1 
VARIANCE ACCOUNTED FOR BY AN n-DIMENSIONAL APPROXIMATION OF 

PERFORMANCE MEASURE VARIANCE 

n-Dimensional Percentage of Cumulative 
space Roots variance percentage 

1 260376 96.7 96.7 
2 3489 1.3 98.9 
3 t271 .5 98.5 
4 989 .4 98.8 
5 797 .3 99.1 
6 681 .3 99.4 
7 578 .2 99.6 
8 470 .2 99.8 
9 407 .2 99.9 

10 194 .1 100.O 
11 22 .0 100.O 

the 920 × 11 array and the sum of squares of discrepancies accounts for 
the remaining 1.5%. Table 2 presents the rotated eigenvectors for the 
three dimensional solution2 

It  is evident from the rotated solution in Table 2 that variables which 

TABLE 2 

VARIMAX ROTATED EIGENVECTORS FOR THE a-DIMENSIONAL APPROXIMATION OF 
CRITERION DIMENSIONALITY 

Vectors 

Speed and Customer 
Variables accuracy rapport  Sales ability 

1 Dollar revenue .04 
2 Tickets sold .07 
3 Calls answered .36 
4 Will-call tickets sold .04 
5 Mailed tickets - - .  00 
6 No. of sales leads .04 
7 Revenue from sales leads .04 
8 Customer impact rating - .  01 
9 Computer accuracy score .92 

10 Times late - - .  04 
11 Hours absent - - .  07 

- - .  0 5  

- - .  0 7  

. 0 4  

.16 
- - .  05 

68 
66 
20 

- -  07 
- -  01 

14 

.49 

.42 

.04 
• 32 
• 46 
.01 

- - .  04 
.01 

- - .  05 
.41 
• 28 

5Anyone interested in the inter-vector plots for criterion measures, 
subjects may address a request to the senior author at the Depar tment  of 
ogy, University of Illinois, Champaign, ILL 61820. 

time, or 
Psychol- 
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T A B L E  3 
VARIANCE ACCOUNTED FOR BY A n-DIMENSIONAL APPROXIMATION OF 

TIME VARIANCE 

n-Dimensional  Percentage of Cumulat ive  
space Roots variance percentage 

1 263045 97.7 97.7 
2 2240 .8 98.5 
3 1809 .7 99.2 
4 1152 .4 99.6 
5 1030 .4 100.0 

tap an agent's Speed and Accuracy occur together on the first dimension, 
variables measuring Customer Rapport occur together on the second 
dimension and measures reflecting Sales Ability load highly on the third 
dimension. 

Dynamic Dimensionality 

Variance due to time was investigated by factoring the SSCP matrix of 
2024 observations of scores during the 5 months. Table 3 presents the 
roots and pexcent of variance accounted for with each successive factor- 
ing of the matrix. A three-dimensional approximation was chosen to 
account for the meaningfM variance due to time. The three dimensional 
approximation accounts for 99% of the sum of squares of the 5 × 5 
SSCP matrix, and the sum of squares of discrepancies accounts for the 
remaining 1%. Table 4 presents the unrotated eigenvectors for the three- 
dimensional solution. 

An examination of the plots among tile unrotated time dimensions 
suggests a rotation to ease interpretation of the three dimensions. I t  was 
judged desirable to retain the first dimension in its original form so as to 

TABLE 4 
UNROTATED EIGENVECTORS FOR THE 3-DIMENSIONAL APPROXIMATION OF 

TIME VARIANCE 

Vectors 

Month  I II  I I I  

1 November  .44 .48 .28 
2 December .45 .36 .25 
3 January  .44 .12 - .  18 
4 February .44 - - .  16 - - .  80 
5 March .46 - - .  78 .43 
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T A B L E  5 
TR2~NSFORMED TIME VECTORS 

Month TA TB Te 

1 N o v e m b e r  .44 .00 - . 0 4  
2 December  .45 .08 .04 
3 J a n u a r y  .44 .33 .03 
4 F e b r u a r y  .44 .66 - . 0 3  
5 M a r c h  .46 .66 1.00 

characterize a steady level of performance over time. The second dimen- 
sion was rotated to show a performance increase over time, and the third 
dimension was rotated to demonstrate little performance variance during 
the first four months but to exhibit a gain during the last month (March). 
The time vectors were rotated solely to ease interpretation. In order to 
preserve the interrelationships among the factor matrices, the inverse 
of the transformation matrix which accomplished the rotation was applied 
to the core matrix G. The original data matrix may be approximated 
equally well with either the unrotated or rotated time dimensions but 
the rotated solution allows easier interpretation. Figure 1 summarizes 
the characteristics of the three rotated time dimensions presented in 
Table 5. 

t.00 

0.75 

c 

0.50 
o 

13_ 

-~ 0.25 

0.00 

A 
[] 

0 Rotated Time Dimension C / [:3 

-0 .25 I I I I I 
Nov. Dec. don. Feb. Morch 

Yla. 1. Monthly performance characterized by the three rotated time dimensions. 
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Individual Dimensionality 

A four-dimensional approximation was chosen to account for individual 
differences (S matr ix)  represented by the SSCP matr ix  of 184 observa- 
tions of 55 measures. The four-dimensional approximation accounts for 
98% of the sum of squares of the original data  and the sum of squares 
of discrepancies accounts for the remaining 2%. Table  6 presents the 
roots and percent of variance accounted for with each successive factor- 
ing of the matrix. 

The characteristics of the four subject dimensions m a y  be investigated 
with reference to the core matrix presented in Table  7. The core matr ix  
is part i t ioned to present each of the performance dimensions, Speed and 
Accuracy, Customer Rapport ,  and Sales Ability with the three rotated 
time dimensions and the four subject dimensions. Change in performance 
over t ime for different kinds of persons may  be summarized by  Tueker ' s  
technique of conceptualizing "idealized individuals" with hypothetical  
factor loadings. By  choosing "idealized individuals" so tha t  their factor 
loadings are zero on all but the subject dimensions of interest, one may  
use the performance of the idealized persons to characterize the perform- 
ance of all persons who load highly on tha t  subject dimension. The. char- 
acteristic performance of the idealized persons m a y  be determined by 
performing the matrix operations presented in Tucker ' s  model equation 

TABLE 6 
VARIANCE ACCOUNTED FOR BY A n-DIMENSIONAL APPROXIMATION OF 

INDIVIDUAL DIFFERENCES VA]~IANCE 

n-Dimensional Percentage of Cumulative 
space Roots variance percentage 

1 260167 96.6 96.6 
2 1749 .6 97.3 
3 998 .4 97.6 
4 885 .3 98.0 
5 641 .2 98.2 
6 550 .2 98.4 
7 508 .2 98.6 
8 443 .1 98.8 
9 368 .1 98.9 

10 304 .1 99.0 
11 290 .1 99.1 
12 258 .1 99.2 
13 198 .1 99.3 
14 178 .1 99.4 

55 1 .0 100.0 
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T A B L E  7 
ROTATED CORE MATRIX 

$1 $2 $8 $4 

Speed and TA 505.74 -- 7.13 -- 1.30 - - .  85 
accuracy TB -- 2 .08 4.91 - - ,  62 -- 1.01 

Tc - -1 .27  - -4 .10  -- .27 ,19 

Cus tomer  TA 19.64 7.11 8.02 1.40 
r~ppor t  TB 16.21 .59 6.54 1.41 

Tc .54 3.98 - -5 .47  1.18 

Sales ability TA 65.14 11.67 .77 38.99 
TB 3.43 7.36 24.98 32.94 
Tc 3.15 23.88 29.37 - - .  66 

(1). This procedure is illustrated for each of the four subject dimensions. 
The first subject dimension is a general factor on which all persons 

load positively. In order to approximate performance of persons loading 
on the first subject dimension, one can construct a matrix $1 of hypo- 
thetical factor loadings for an idealized person a who loads highly on 
only the first subject dimension: 

idealized 
person a 

[il loading on S I loading on $2 
$1 = loading on $8 

loading on $4 

Then, the matrix resulting from postmultiplying each of the three parti- 
tions of the core matrix G (Table 7), by $1 and premultiplying the 
product by the three time vectors in Table 5, illustrates the performance 
of persons loading highly on the first subject dimension during the 5 
months. Table 8 presents the calculations. The entries in the product 
matrices presented in Table 8 may be considered indications of the level 
of performance within each performance dimension during each of the 
5 months for idealized person a. 

From Table 8 it is evident that a person's loading on the first subject 
factor corresponds to very little change on performance measures reflect- 
ing Speed and Accuracy. That is, the entries in the product matrix repre- 
senting performance of a person loading only on the first factor demon- 
strate little change over the 5-month period. I t  is obvious that different 
loadings on the first subject dimension will contribute to different levels 
of performance. Therefore, one may conclude that the level of perform- 
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ance for each subject on the Speed and Accuracy measures is a function 
of individual differences on the first subject, dimension and that the sub- 
ject's level of performance on these measures remains fairly invariant 
over time. Likewise, the rank order of subjects on Speed and Accuracy 
measures is a function of differences in loadings on the first subject 
dimension, and the rank order among subjects remains stable over time. 

Customer Rapport measures, on the other hand, do not exhibit such a 
degree of stability. Table 8 suggests that subjects on the first subject 
dimension remain in a stable rank order on measures tapping Customer 
Rapport, but that the overall level of performance increases at a rela- 
tively steady rate. I t  is also clear that differences in loadings on the first 
subject dimension contribute to different levels of performance within 
each month, but for any loading on the first subject dimension, the level 
of Customer Rapport performance increases across time periods from 
November through March. 

Performance on measures reflecting Sales Ability follows a similar 
pattern of accretion, although the increase in average level of performance 
during the 5 months is not as great as in the Customer Rapport dimen- 
sion. Again, individual differences reflected in different loadings on the 
first subject dimension function to change persons' average levels of 
performance. The rank order of subjects on the Sales Ability dimension, 
like the Speed and Accuracy dimension and the Customer Rapport 
dimension, is not affected by loadings on the, first subject dimension. 

It is necessary to construct factor loadings for three hypothetical per- 
sons in order to characterize the second subject dimension because the 
second subject factor is bipolar. Idealized persons b, c, and d were 
located so as to have positive loadings on the first subject dimension but 
loadings which vary from extremely negative, through zero, to extremely 
positive on the second subject dimension: 

~2 ~--- 

idealized persons 
b c d 

--1 0 
0 0 
0 0 

loadings on $1 
loadings on $2 
loadings on $3 
10adings on $4. 

The remaining loadings for idealized persons b, c, and d are zero. Again, 
the matrices resulting from post multiplying each oi the three partitioned 
matrices of G by the new ~2 and premultiplying the product by the three 
time vectors will characterize the performance of persons with a pattern 
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of loadings similar to idealized persons b, c, and d. Table 9 presents the 
calculations. 

From Table 9 it is evident that extreme changes in loading on the 
seeond subject dimension negligibly affect performance on Speed and 
Aeeuraey measures. That is, idealized persons b, c, and d show quite 
similar patterns of performance, throughout the 5-month period on the 
Speed and Aecuracy dimension despite their marked differences in load- 
ing. Therefore it is safe to eonelude that the second subject dimension 
has practically no effect on the rank order or the overall level of per- 
formance of subjects on Speed and Accuracy measures. 

The effects of the second subject dimension on Customer Rapport 
measures is more marked. Negative loadings, as characterized by idealize.d 
person b, function to depress the average level of performance and reverse 
the general tendency for Customer Rapport performance to improve 
during the month of March. Positive ]oadings, on the other hand, tend to 
raise the general level of performance and preserve the tendency of per- 
formanee to improve on the Customer Rapport dimension over time. 

Performance on the Sales Ability dimension is more affected by the 
second subject dimension. Negative loadings as typified by idaalized 
person b are assoeiated with a general decrease in level of performance 
coupled with a decrease in performance over time. Positive loadings as 
typified by idealized person d are associated with a general increase in 
level of performance and preserve the tendency of performance to improve 
over time. 

The third subject factor is also bipolar and may be investigated in a 
similar manner. Three hypothetical persons are used to characterize the 
third subjeet dimension: 

idealized persons 
e f g 

[ 1 1 i l  l°adings°nS1 
$3 = 0 0 loadings on $2 

- 1  0 loadings on S3 
0 0 loadings on S~ 

The first idealized person, e, loads positively on the first subject dimen- 
sion and negatively on the third subject dimension. Idealized person ] 
loads positively on only the first subject dimension while idealized person 
g loads positively on the first and third dimensions. Table 10 presents the 
matrix manipulations used to characterize the third subject dimension. 

Variation in loading on the third subject dimension makes no appre- 
eiable difference in performance on the Speed and Accuracy dimension. 
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An inspection of Table 10 shows that the Performance of idealized 
persons e, ], and g remains strikingly parallel throughout the 5-month 
time period. Customer Rapport performance, however, is affected by 
loadings on the third subject dimension. As one's loading increases from 
negative through zero to positive, the average level of performance on 
the Customer Rapport dimension increases. The relationship of loadings 
on the third subject dimension and Sales Ability is more complex. 
During November, the greater one's loading on the third subject dimen- 
sion, the poorer his performance on Sales Ability measures. This relation- 
ship reverses during the next four months when an increased loading 
corresponds to better sales ability performance. In March, this relation- 
ship is especially marked and persons with negative loadings on the third 
subject dimension demonstrate inferior Sales Ability performance while 
persons loading positively show superior Sales Ability. 

The same method was used to investigate the characteristics of the 
fourth subject dimension. Loadings for three idealized persons, h, i, and j 
were constructed so as to have each person load positively on the first 
subject factor but vary from negative, through zero, to positive on the 
fourth subject factor: 

$4 

idealized persons 
h i j 

[ 1 1 i l l ° a d i n g s ° n S 1  
0 0 loadings on $2 
0 0 loadings on $3 

- 1  0 loadings on S~ 

Table 11 presents the results of the matrix manipulations which char- 
acterize the performance of idealized persons h, i, and j .  

From Table 11 it is evident that the fourth subject dimension has little 
effect on Speed and Accuracy performance and only slightly affects 
Customer Rapport performance. The Speed and Accuracy profiles of 
persons h, i, and j are quite similar despite the disparity in loadings, 
while the Customer Rapport performance profiles show only sli~ght i m- 
provement in performance as loadings increase from negative to positive. 
Performance on the Sales Ability dimension, however, is affected sub- 
stantially by loadings on the fourth subject dimension. Negative loadings, 
characterized by idealized person h, tend to depress the average level of 
performance on Sales Ability and reverse the general tendency for per- 
formanee to improve over the 5-month period. Conversely, positive load- 
ings, characterized by idealized person j, are associated with a somewhat 
improved level of performance and still preserve the tendency for per- 
formance to imorove over time. 
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CONCLUSIONS 

The results present a clear summary of criterion ~ariance. Evidence 
is found for systematic variance of persons' scores on performance 
measures, systematic variance of persons' scores over time, and systematic 
variance of scores due to individual differences. These results require a 
reevaluation of traditional criterion usage. 

Static Dimensionality 

The results indicate that performance measures taken at one time may 
be multidimensional. That is, the variance of any single performance 
measure, may be represented as a sum of variance components due to the 
factor structure plus a component of unique variance. For example, the 
variance of a criterion measure in this study may be represented as the 
sum of four-variance components. The first component indicates variance 
accounted for by the Speed and Accuracy dimension; the second is an 
indication of the variance accounted for by the Customer Rapport dimen- 
sion; the third reflects variance accounted for by the Sales Ability 
dimension; and the fourth-variance component reflects amount of unique 
variance. The percent of variance accounted for by each component is 
simply the squared loading on the respective component. 

From this analysis it is immediately evident that in order to achieve 
optimum prediction, a predictor variable must be dimensionally congru- 
ent with the criterion variable. That is, both the predictor and the cri- 
terion variable must load on the same dimensions. A dimensional analysis 
of performance criteria and predictors allows an examination of the 
reasons for the correlations between predictors and criteria. The correla- 
tions are determined by shared variance accounted for by the same 
factors. 

Dynamic Dimensionality 
The consequences of orthogonal dimensions due to time are similar to 

those of orthogonal dimensions of performance measures. If variance of a 
criterion score at one point in time may be represented as the sum of 
orthogonal components of time variance, then optimum prediction can 
only be achieved if the predictor variable shares an identical factor 
structure due to time with the criterion variable. In the present study, 
both the predictor variable and the criterion variable would have to 
demonstrate loadings on the three time dimensions in order to achieve a 
maximum correlation. A dissimilar factor structure due to time between 
criteria and predictors will necessarily result in low predictor-criterion 
correlations. 
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Such a dimensional analysis also has implications for the classic 
validation study in which a predictor is correlated with a criterion at 
time = 1, and is assumed to be an equally good predictor of the same 
criterion at time = 2. From the present study it is evident that one may 
expect the criterion factor structure due to time to change from time = 1 
to time = 2. Thus, the nature of the predictor-criterion relationship as 
manifest in shared variance of time components will change and the 
predictor-criterion correlation will probably decrease. This problem is 
further compounded when one realizes that the factor structure due to 
time of predictors is also subject to change. Therefore, the factor strncture 
of both predictors and criteria at time = 1 may bear little resemblance 
to the factor structure at time = 2 and the predictor-criterion correlations 
at these two points in time will be the~ result of different configurations of 
shared time variance. 

Individual Dimensionality 

The results also indicate that individual differences variance is multi- 
dimensional and the implications parallel those above. Again, optimum 
prediction is achieved only if the dimensions of individual differences on 
the criterion variable are represented similarly on the predictor variable. 
Different factors accounting for individual differences in predictors and 
criteria will function to depress tha predictor-criterion correlations. Like- 
wise, a dimensional analysis allows the determination of the reasons for 
the correlations between predictors and criteria. That is, an inspection of 
loadings of criteria and predictors on the. individual differences dimen- 
sions will demonstrate which sources of variance are shared and deter- 
mine the correlation. 

The Validity Problem 

The dimensional complexity of criteria may very wall contribute to the 
discouraging validities reported in studies attempting performance pre- 
diction. This study presents evidence for three multidimensional sources 
of variance: static dimensionality, dynamic dimensionality, and indi- 
vidual dimensionality. Optimum prediction of such performance measures 
requires predictor variables sharing a similar factor structure, within each 
source of variance. That is, predictor variables must also demonstrate 
three multidimensional sources of variance (static dimensionality, dy- 
namic dimensionality, and individual dimensionality) which are congru- 
ent with criterion sources. This conceptualization of predictor-criterion 
relationships argues against the use of unidimensional, highly reliable, 
factor pure predictor tests or batteries. Instead, optimum prediction 
requires multidimensional, heterogeneous tests and predictor batteries in 
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order to adequately share variance components with the dimensionally 
complex criteria. 

The Criterion Problem 

The analysis presented allows a thorough investigation of the nature of 
criterion variance and suggests possible reasons for low validities. How- 
ever, the problem of how to develop the single criterion score necessary 
for decision making remains. It  has been suggested above that a single 
measure, measures weighted by their loadings on the first principal com- 
ponent, and measures predicted independently are inappropriate solutions. 
Instead, the investigation of performance measure dimensionality sug- 
gests two alternatives. 

First, one may argue that different dimensions of performance should 
be used for different decisions. For example, to determine which employees 
would be most effective as stewardesses, one would naturally choose em- 
ployees high on the Customer Rapport dimension. Or, for clerk typists, 
one would be more interested in persons high in Speed and Accuracy, 
while regional salesmen would be expected to exhibit exceptional Sales 
Ability. In other words, an investigator may decide a priori which 
dimension of performance is relevant to the pending decision. The pre- 
dictor battery validated against the component scores on the relevant 
performance dimension would be used for the decision. 

The second possible alternative applies the hierarchical model in a 
single order which has been discussed by British psychologists (Vernon, 
1950). These writers assume a general factor at the top of the hierarchy 
below which are major group factors and minor group factors. Applying 
such a model to the data presented here might argue for a general factor 
of performance upon which all the variables load positively, and three 
lower order factors corresponding to the dimensions of Speed and Accu- 
racy, Customer Rapport, and Sales Ability. The predictor battery vali- 
dated against estimated factor scores on the general performance factor 
would be used for making all organizational decisions. The underlying 
assumption is that the general factor accounts for enough of the variance 
within each major performance dimension to permit the best decision. 

Which of these two methods yields the optimum decision is open to 
empirical investigation. Any comparison must be made in terms of the 
validities of predictor batteries in predicting the criterion and the validity 
of the decision in achieving the desired results. 
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