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Abstract

Ž .The method of subwindow factor analysis SFA is introduced as a solution to the problem of directly extracting compo-
nent spectra from overlapping structures obtained from hyphenated chromatography without first resolving concentration
profiles. This is of advantage when a complete resolution cannot be obtained or is of less interest in the analytical situation.

Ž .The method is based upon comparisons of chromatographic regions subwindows which have only one eluting component
in common. The paper presents the theory and an application to a structure with 4 overlapping components from a data set
from a mixture of polyaromatic hydrocarbons recorded by high-performance liquid chromatography diode array detection
Ž .HPLC-DAD . q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The resolution of overlapping structures obtained
from hyphenated chromatography, e.g., high-perfor-
mance liquid chromatography diode array detection
Ž .HPLC-DAD , is an active area of research. From the
rank of submatrices one may determine the number
of pure components at any one time, and using only
this knowledge one is able to resolve overlapping
concentration profiles as well as spectra of the pure
compounds in a mixture.

w xIn recent papers Cuesta Sanchez et al. 1 and Ma-´
w xlinowski 2 point to the problem that certain resolu-

tion methods are sensitive to the accurate determina-
tion of window limits. With these methods spectra of
the pure compounds were obtained from the experi-
mental data matrix X and calculated concentration
profiles for the pure compounds C through a linear
regression step

y1X XSsX C C C 1Ž . Ž .

which may be expressed with the help of the general-
ized inverse as

qX XSsX C 2Ž . Ž .

When CXC is close to singular small errors in C may
become large in Cq and S. This situation is unfortu-
nate since the spectral information is generally more
important than the concentration profiles for the
identification of unknown constituents.

It is by no means necessary to calculate the spec-
tra of pure compounds from resolved concentration

w xprofiles. Thus, with the HELP method 3,4 one iden-
tifies selective regions where only one compound
elutes and obtains some spectra of pure compounds
directly. When both the spectrum and the concentra-
tion profile have been identified for a given com-
pound the signal from that compound is removed
from the data. Then new selective regions appear, and
the process continues.

Another method is the ‘key spectra resolution
Ž .method for hyphenated two-data’ KSRMHT of Xu

w xet al. 5 where the spectra of pure compounds are

obtained from the solution of a system of linear
equations involving a set of key spectra.

The method of subwindow factor analysis pre-
sented in this paper is a method for obtaining di-
rectly the spectra of pure compounds using window
information for an overlapping structure in hyphen-
ated chromatography. Its basis lies in a theorem pre-

w xviously formulated by one of the authors 6 : ‘‘If for
every interferent the concentration window of the an-
alyte has a subwindow where the interferent is ab-
sent, then it is possible to calculate the spectrum of

Ž .the analyte’’. The idea is to select two or more sub-
windows where the only common spectral compo-
nent is that of the analyte and then to identify this
component. This procedure can be undertaken with-
out previous knowledge of the concentration profiles
and may be advantageous when a complete resolu-
tion is impossible or of less interest in the analytical
context.

In this paper we first present a terminology of
subwindows, i.e., those parts of the elution window
where an analyte coexists with a given set of inter-
fering substances. The following sections contain the
theoretical derivation of the method as well as an ap-
plication to a structure with 4 components from a
HPLC-DAD data set obtained from a mixture of poly-
aromatic hydrocarbons. Further theoretical details are
given in Appendix A.

2. Classification of subwindows

We will here present a terminology for the classi-
fication of subwindows. We are interested in the sub-
divisions of the window of the analyte with respect
to interferents, i.e., co-eluting compounds.

In the normal situation in chromatography com-
pounds are eluted successively and with little varia-
tion of the chromatographic peak widths. An interfer-
ing compound which starts to elute before the ana-
lyte will appear in a chromatogram to the left of the
analyte and will be called a left interferent. In the
same way, an interfering compound which continues
to elute after the analyte has stopped eluting will be
called a right interferent.

An abnormal situation arises when an interferent
is both left and right. The chromatogram of interfer-
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Fig. 1. An illustration of the subwindows of the middle peak.

ent is thus embedding the chromatogram of the ana-
w xlyte. It is known 6 that the presence of embedding

interferents makes it impossible to resolve the spec-
trum of the analyte using window information alone.
We will not consider this situation further. In the re-
verse situation the chromatogram of the interferent is
embedded in that of the analyte. This situation cre-
ates no significant problem for obtaining the spec-
trum of the analyte.

We will now consider the various kinds of sub-
windows that may appear in the chromatogram. The
most favourable case, the selective region, is a sub-
window where the analyte appears without interfer-
ents. In this case the spectrum of the analyte is ob-
tained without further analysis. A subwindow where,
in addition to the analyte, there are left interferents
but no right interferents will be called a left subwin-
dow. It occurs in the left part of the chromatographic
window of the analyte. In the same way, when there
are right interferents but no left interferents we will
speak of a right subwindow. A subwindow with both
left and right interferents will be situated in between
the left and right ones. We will call that a middle
subwindow. Fig. 1 shows a typical situation.

When there are embedded interferents care has to
be taken that subwindows are assigned in such a way
that there is only the analyte which elutes both in the
left and in the right subwindows.

3. Direct resolution of spectra

The first step in the resolution process is the iden-
tification of subwindows. This task is in principle
identical to the identification of windows in other

Ž w xwindow-based resolution methods e.g., EFA 7,8 ,
w x w x w x.orthogonal projection 9 , WFA 10 , HELP 3,4 and

will not be dealt with here in detail. Our method of
choice is rank analysis with a fixed-size moving win-

w xdow 11 , also known as eigenstructure tracking anal-
Ž . w xysis ETA 12 . The difference from other methods

lies in how the elution limits are combined into win-
dows or subwindows. This will be discussed further
below.

The rank analysis gives the number of chemical
components of the left and right subwindows, say m
and n, respectively. The number of components in the
combination of left and right subwindows is mqn
y1 since the analyte is common to both. One may

� 4then find an orthogonal basis e , e , . . . e span-1 2 m

ning the spectral direction of the left subwindow and
� 4a similar basis f , f , . . . f spanning that of the1 2 n

right subwindow. The procedure to use here is singu-
lar-value decomposition. The vectors corresponding
to the largest singular values are most likely to repre-
sent the chemical information. At the risk of increas-

� 4ing the noise-level one may well try bases e andi
� 4f which are slightly larger than given by thej

chemical rank.
We now wish to find a vector z which is com-

mon to both subspaces. We write for an ideal case

zsÝe a sÝ f b 4Ž .i i j j

or

zsE asF b 5Ž .

Here E and F are matrices with m and n columns,
respectively. In reality, E a and Fb are not identical,
and we instead search for vectors a and b which
minimize the squared norm

5 5 2 X X X X X XNs E ayF b sa E E aqb F F by2 a E F b
6Ž .

under the conditions aXasbX bs1.
X X ŽSince E E s I and F F s I unit matrices ofm n

.dimension m=m, and n=n, respectively we ob-
tain

Ns2y2 aX EX F b 7Ž .

Ž .It may be shown see Appendix A that N is mini-
mized if a and b are the left and right singular vec-

Ž .tors, respectively, associated with the first largest
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Fig. 2. Average concentration profile of the analyzed data set.

singular value d of the matrix EX F. Inserting this re-1
Ž .sult in 6 we obtain

Ns2 1yd 8Ž . Ž .1

The singular values d are in the range 0Fd F1,i i

and the larger the value of d the closer is the agree-1

ment between E a and Fb.
An advantage of this method for determining z is

that it makes possible a control that this vector, and
this vector only, is common for the left and right two
subwindows. One thus obtains two solutions E a and
Fb which may be plotted and which have to agree if
the solution is to be accepted. If there is no common
vector the largest singular value d will be signifi-1

cantly less than 1. On the other hand, if there are two
or more common vectors, the second singular value
d will also be close to 1. In both cases, one lacks2

information for the unique identification of the spec-
tral vector z.

In some cases, the subwindow limits are uncer-
tain. Also, a subwindow may be too narrow, i.e., its
rank is lower than the number of chemical compo-
nents. In such cases it may be expedient to set the
outer limits of the left and right subwindows wider
than suggested by the rank map and then vary the in-
ner limits until a good fit is obtained.

It is also possible to add spectral vectors for al-
ready resolved interferents to a subwindow thus in-

� 4 � 4suring that the vectors e and f describe thei j

spectra of all interferents as well as the analyte.

4. Resolution of concentration profiles

Since the purpose of the present procedure is the
direct resolution of component spectra we wish to
leave this topic somewhat open. One way is to use the
known spectra and linear regression expression in

Ž . Ž .analogy with 1 and 2 giving the result

qy1X XCsXS S S sX S 9Ž . Ž . Ž .
ŽThe quality of the concentration profiles non-nega-

.tivity, unimodality may then be used as a criterion
for the accuracy of the obtained spectra. Alterna-
tively, one may use the window information avail-
able for a direct solution, by, e.g., EFA, orthogonal

w xprojection, or WFA methods 7–10 . One thus does
not have to solve all spectra before one can obtain the
first concentration profiles.

5. Numerical

The procedures outlined above have been imple-
mented in Matlab 4.2 and applied to a data set se-
lected from an HPLC-DAD recording of polyaro-
matic hydrocarbons in the atmosphere at Hong Kong
Baptist University. The experimental details are

w xavailable separately 13,14 . The complete data set
contains 47 components. For the present example we
have chosen a time interval where, after stripping of
earlier and later eluting components, there are 4 un-
resolved components. The average elution profile
Ž .Fig. 2 shows only two maxima with a third compo-
nent weakly discernible between the two peaks. The
subwindows used are listed in Table 1. Concentra-
tion profiles were obtained by linear regression, Eq.
Ž .9 .

Table 1
Subwindows used in the resolution of the experiment

Component Left subwindow Right subwindow
Ž . Ž .min. min.

1 18.166–18.897 18.166–19.359
2 18.904–19.319 19.490–19.801
3 19.325–19.622 19.808–20.270
4 19.491–20.484 20.277–20.484
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6. Results and discussion

The resolved spectra and concentration profiles are
shown in Fig. 3. The figure shows the mean of the
spectra from the left and right subwindows, respec-
tively. In all cases, the overlap between the spectra

Žfrom the two subwindows s largest singular value
.d is greater than 0.99. For the first and last peaks,1

where the spectra are fully determined by selective
regions, this result is to be expected. For the two
middle peaks the next singular value d takes the2

values 0.39 and 0.20, respectively. As with the re-
sults of other window-based resolution methods the
spectra are obtained in an arbitrary scale. They should
consequently be normalized. In our figures we have
chosen to normalize to constant Euclidean norm.

It is interesting to compare the present method
w xwith the HELP method 3,4 . In the latter the spectra

are found successively from selective regions which
appear after resolved components have been deleted
by the stripping technique. These selective regions are
identical to the left or right subwindows as defined
here. At first sight it might appear as if HELP is able
to resolve the data from only one subwindow while
the present method requires two. This is not com-
pletely correct. Assume that the left subwindow of an
analyte has become a selective region after stripping
of left interferents. For this process one has to know
where the last left interferent stops to elute, i.e. the
left limit of the right subwindow. The right limit of

Fig. 3. Resolved spectra and concentration profiles.

the right subwindow has to be known when one de-
termines the concentration profile of the analyte. The
two methods thus use the same information.

If one subwindow of an analyte is absent or not
clearly discernible the concentration profile of the
analyte may be seen as embedded in that of one of
the interferents. In that case complete resolution of
the spectrum of the analyte by any window-based
technique is impossible without the use of additional
modelling information.

The present method does not appear to be very
sensitive to the choice of the limits of subwindows.
It is immediately clear that one does little harm by
setting the outer limits of the subwindows too wide.
That means only that one obtains a better description
of the spectra of the interferents. Our test case was

Žrecorded with very high time resolution 370 time
.steps for the whole structure considered . Under these

conditions it appears as if one can obtain good re-
sults also with some contamination of unwanted in-
terferents, i.e. right interferents in the left subwin-
dow and vice versa.

There are several aspects of the present method
which warrant further investigation. Together with

w xestablished window-based methods 7–10 it makes
possible the resolution of both the spectrum and the
concentration profile of an analyte without assuming
knowledge of those of any other compound in the
mixture. This is similar to the purpose of rank anni-

Ž . w xhilation factor analysis RAFA 15 . By this method
one may obtain from 2-way data the concentration of
an analyte in a mixture relative to a standard without
assuming any knowledge of other compounds pre-
sent. The well-known problem of RAFA in connec-
tion with chromatography is that concentration pro-
files are subject to drift from one run to another. One
possibility for overcoming this problem is now to re-
solve both the spectrum and the concentration profile
of the analyte in the sample without making a full
resolution of all the interferents as some other ap-
proaches require. A relative concentration scale is
obtained by normalizing both the spectrum and the
profile and determining the contribution of the re-
solved component to the full data matrix by RAFA.
Comparison with a known standard, which would be
resolved in the same way but with a somewhat dif-
ferent concentration profile of the analyte, would fix
the concentration scale. As long as the elution win-
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dow and the subwindows of the analyte can be prop-
erly identified such a procedure would be unaffected
by chromatographic shifts.

Further applications are shown in a companion
w xpaper 16 .

7. Conclusion

The present paper thus shows that, provided infor-
mation of window limits is available, that spectral
resolution of two-way data from hyphenated chro-
matography is possible without previous resolution of
the concentration profiles. We believe this result will
be of value for the continued exploration of data ob-
tained with this technique.
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Appendix A

Ž .The minimization problem of Eq. 7 can be ex-
Ž .pressed in terms of a matrix of dimension mqn =

Ž .mqn which may be written in block matrix form
as

X XE E E F aX Xw xNs a yb X XF E F F yb
XI E Fm aX Xw xs a yb XF E I ybn

spX A p A1Ž .
Working with unnormalized vectors p we may write
the minimization of N as the minimization of a
Rayleigh quotient pXA prpX p. This problem has the
solution equal to the smallest eigenvalue of A. The
structure of this problem is well-known both from

Ž w x.statistics canonical correlation 17 and from quan-
Ž w xtum chemistry corresponding orbitals 18 and Coul-

son-Rushbrooke theory of alternant hydrocarbons

w x.19 . Let u and z be the left and right singular vec-i i

tors of EX F associated with the singular value d )0,i

i.e.

uX EX F z sd A2Ž .i i i

u iIt is then straight-forward to show that is anyzi

eigenvector of A with eigenvalue 1 y d and thati
u i is an eigenvector with eigenvalue 1qd . Theiqzi

remaining eigenvalues of A are equal to 1 and are
associated with singular vectors with d s0. They arei

of no interest in the present context. With d being1

the largest singular value, the smallest eigenvalue of
A is thus 1yd .i
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